
             International Research Journal of Engineering and Technology (IRJET)       e-ISSN: 2395-0056 

                Volume: 10 Issue: 10 | Oct 2023              www.irjet.net                                                                           p-ISSN: 2395-0072 

  

© 2023, IRJET       |       Impact Factor value: 8.226       |       ISO 9001:2008 Certified Journal       |     Page 8 
 

Prompt-Based Techniques for Addressing the Initial Data Scarcity in 

Personalized Recommendations 

Aayush Devgan1 

1Student, Computer Science Department, VIT University, Vellore, Tamil Nadu 
---------------------------------------------------------------------***---------------------------------------------------------------------

Abstract - Tapping into the vast reservoir of insights 
from pre-established language models, my study introduces 
a novel strategy for recommendation engines. The primary 
challenge tackled is the initial data scarcity in 
recommendation scenarios, especially prevalent in nascent 
enterprises or platforms lacking substantial user activity 
logs. Instead of relying on past user-item interactions, my 
approach morphs the recommendation mechanism into a 
sentiment analysis of languages reflecting user 
characteristics and item features. Sentiment tendencies are 
deduced via prompt education. While recommendation tools 
are pivotal in guiding users towards content resonating 
with their preferences, formulating tailor-made tools 
becomes arduous without prior interactions. Earlier 
research predominantly revolves around initial scenarios 
for either users or items and these methods, relying on past 
interactions in the same field, do not address my concern. I 
also introduce a standard to evaluate my method in the 
context of initial data scarcity, with outcomes underscoring 
its potency. To my understanding, this research stands as a 
pioneering effort in confronting the challenges of 
recommendations without prior data. 
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1. INTRODUCTION 
 
Recommender systems play a pivotal role in guiding users 
towards items that align with their preferences. For e-
commerce platforms, having a precise recommendation 
system is crucial, as it enhances user involvement and 
drives sales. Classic recommendation approaches, like 
collaborative filtering [18, 19, 40] and content-oriented 
techniques [10], primarily harness data from past user-
item interactions like clicks and buys to deduce user 
likings and recommend suitable items. Yet, these 
methodologies might not be effective where there's a lack 
of user-item interaction data. This issue is termed the 
initial-scarcity problem in recommendation systems, a 
challenge often faced by emerging businesses. Some 
previous works [22, 28, 31] have delved into the initial-
scarcity dilemma, but as shown in Figure 1, they still bank 
on some extent of historical user-item data either for 
training or predicting. A basic way to circumvent the 
initial-scarcity issue might be to set manual guidelines, for 
instance, suggesting trending or in-season items [7, 31]. 

However, this might lead to generic recommendations, 
potentially diminishing the user experience. 

Recent advancements in prompt-based learning using pre-
existing language models (PLMs) in the field of natural 
language processing [3, 26, 39] appear to offer potential 
solutions to the initial-scarcity issue in recommendation 
systems. The central idea is that if user preferences and 
item attributes can be represented in natural language 
found in public datasets, then PLMs might be able to 
leverage this for making recommendations. Some experts 
[4, 13, 36, 49, 50] have begun exploring the feasibility of 
making tailored recommendations using established 
PLMs. The usual approach involves translating user 
interaction data into natural language and then reshaping 
the recommendation task to fit a language modeling 
structure with carefully curated templates. For instance, to 
recommend a movie, a template might look like "The 
viewer has seen movies A, B, and C. They might be 
interested in movie [D] next", where A to C are the most 
recent movies viewed by a user, and [D] is a potential 
movie recommendation [36, 50]. The movie with the 
highest predicted probability for [D] is then suggested. 
However, while these methods don't need a model trained 
on past user-item interactions, they still utilize such data 
during the prediction phase, which doesn't entirely 
address the primary initial-scarcity challenge I am 
focusing on. 

In my research, I have put forth a straightforward yet 
potent method, termed Prompt Recognition, aimed at 
addressing the intricate issue of system initial-scarcity 
recommendations. With Prompt Recognition, I utilize both 
user and item profile characteristics, transform these into 
structured sentences, and employ PLMs to generate 
recommendations. To be more specific, I begin by 
establishing a verbalizer that translates profile attributes 
into natural language narratives. Next, I use a template to 
represent the recommendation challenge as a Masked 
Language Modeling (MLM) task [5], and then employ a 
PLM to execute this MLM task, leading to the final 
recommendations. Additionally, I introduce a benchmark 
for a more quantifiable assessment of my proposed 
solution. Here's a summary of my key takeaways: 

I define the system initial-scarcity recommendation 
dilemma and present the community with its inaugural 
benchmark. I unveiled a prompt-based learning method, 
Prompt Recognition, explicitly designed for system initial-
scarcity recommendation challenges. I carry out 
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experimental analyses across diverse datasets and PLMs 
to showcase the potency of Prompt Recognition and 
contemplate the next steps and possibilities in this area. 

I chose the click-through rate (CTR) prediction task [33] to 
set up my recommendation scenario. That is, each record 
     *   + is a binary value, which        means the user 
  clicked the item  . The recommendation system   takes a 
user-item pair (     ) as input to predict the probability 
      ,   - that the user will click on the item as output 

based on the model        (               ) , where 

   is the parameters of the recommendation system  . The 

goal of CTR prediction is to minimize the difference 
between the predicted probability       and the real user-

item interaction      

In traditional supervised scenarios, a training set 

containing observed interaction triplets {(          )} 
between users and items is collected to optimize the 
model parameter   . However, under the system initial-

scarcity setting, I cannot obtain any interaction records, 
which is a common situation for start-ups or companies 
that have just launched their new business [32]. Thus, in 
the system initial-scarcity recommendation, I define a 

target dataset as       (                 )  with an empty 

interaction matrix         . My goal is to recommend 

items in       to users in       by using their profile features 

*  +  and *  +. Using recorded interactions is not allowed, 
no matter in training or inference, but recommender 
system developers can explore available resources (e.g., 
account sign-up surveys) to build user and item profiles. 

 
 

 
 

2. METHODOLOGY 

In the modern landscape of recommendation systems, the 
concept of "initial data scarcity" presents a daunting 
challenge. To address this, my study presents Prompt 
Recognition, a method that harnesses the power of pre-

trained language models in a prompt learning framework. 
Conventional supervised learning methodologies, notably 
"Fully Supervised Learning" and the "Pre-train and 
Finetune" paradigm [25], often hit a wall in such situations 
due to the absence of foundational training data crucial for 
optimizing model parameters   .  

Delving deeper, while the allure of pre-trained language 
models (PLMs) in few-shot settings has been explored by 
some research [3,35], it's the innovative "prompt" learning 
[25] approach that transforms the downstream task to 
align with a pre-training task of language models. 
Contemporary recommendation strategies [4,36,50] that 
employ this prompt-centric paradigm seek to synchronize 
the recommendation task with masked language 
modeling. In this context, PLMs serve to gauge the 
likelihood of an item's descriptor emerging within a user-
item narrative. Consider the instance: "A user clicking 
hiking shoes, will also click trekking poles". Here, the 
probability associated with "trekking poles" within this 
narrative reflects the user's inclination toward the item in 
question. 

Yet, a mere prediction based on item descriptors doesn't 
always hit the mark, more so in initial data scarcity 
scenarios. The rationale is straightforward: the probability 
of an item's descriptor is inherently influenced by the 
vocabulary it comprises. Items named with frequently 
occurring terms might be deemed more probable, 
irrespective of their actual relevance to user inclinations 
or the contextual narrative. To illustrate, in general 
corpora, "League of Legends" is naturally poised to have a 
superior likelihood compared to "Legend of Zelda", given 
the higher frequency of the term "League" over "Zelda". 

To address this problem, instead of simply predicting the 
item names, I propose a new approach called Prompt 
Recognition which: (1) provides common-sense 
descriptions to users and items in prompts; (2) predicts 
the probability of some chosen sentiment words (e.g., 
"good", "bad") based on the user-item context. Formally, a 
prompting function 

          maps the user-item pair (     )  into a     -word 

context       
      with a verbalizer      and a template 

filler      . Here,   is a predefined vocabulary set,        

 describes profile features with natural language words, 
and        generates the context combining the user and 

item verbalized features with a manual template  , having 
a special word [MASK]. Given a PLM      with a  -

dimensional embedding space, the preference       from 
user   to item   is estimated by: 

      
 (    )

 (    )   (    )
  

where 
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 ( )    (   )  (,    -      (   )       )  

Here,       
       is the word embedding matrix of the 

context                    

 are the predefined positive and negative sentiment 

vocabulary sets, respectively;  (,    -             )  

is the predicted probability that word   appears at the 
position [MASK] within the context      according to the 
model      .Figure 2 shows the overall framework of 

Prompt Recognition. Taking game recommendation as an 
example, I first describe the user   's and item   's profile 
features with natural language as         (  ) 

 and         (  ) respectively, where       is a human-
designed function verbalizing a feature vector with words. 
Meanwhile, I design template   as "The player is   

 age gender occupation. The name is categorized as a 
category video game created by a producer. Overall, the 
player feels [MASK] about the game.", where each 
underlined word is a slot. Then, the context      
     (       )

  is generated by filler       , which fills the 

slots with the corresponding verbalized features. If let 
      * "good" + and       * "bad" +, the predicted 

preference       is computed by normalizing the 

probabilities of observing "good" and "bad" at position 
[MASK]. 

3. EXPERIMENTS 
 
Outlined in this experiment is the Initial Data Scarcity 
Recommendation Benchmark. This benchmark 
amalgamates three publicly accessible datasets, along with 
a dataset segmentation technique, crafted to mirror real-
world initial-scarcity challenges. Additionally, it 
encompasses reference strategies, spanning both rule-
driven and PLM-driven approaches. Notably, GAUC serves 
as the evaluation metric for all these methodologies. 
 
Data Collections: The primary challenge posed by the 
initial-scarcity recommendation paradigm stems from the 
absence of past user-item interactions during the learning 
phase. To navigate this, systems lean heavily on profile 
attributes to tailor recommendations. From my research, 
three datasets aligned with these conditions were 
identified: the: In-Vehicle Coupon Recommendation 
(Coupon) [42], Mexico Restaurant Recommendation 
(Restaurant) [37], and MovieLens-100K (ML-100K) [16]. 
While the Coupon set aims to evaluate the accuracy of 
discount offerings to drivers, the Restaurant set focuses on 
gauging system efficiency in aligning with diner 
preferences. Concurrently, the ML-100K dataset delves 
into the efficacy of film suggestions for viewers. A concise 
overview of these datasets can be found in Table 1. 
 
 

 
 
Data Segmentation: My approach involves partitioning 
each dataset into training, validation, and testing subsets. 
The training portion contains 250 instances, the validation 
segment comprises 50, and the remainder forms the 
testing set. It's worth noting that the limited size of the 
training set facilitates the assessment of recommendation 
capabilities in a few-shot context, where minimal 
interaction data aids model refinement. To ward off hyper-
parameter over-optimization, a modestly sized validation 
set is incorporated. The ultimate system evaluations hinge 
on performance metrics derived from the test subset. 
Detailed exploration of the few-shot scenario remains a 
subject for subsequent studies. 
 
Data Transformation: This study conceptualizes the 
recommendation task as the Click-Through Rate (CTR) 
prediction challenge. Given that the foundational labels of 
my datasets reflect user-item preference intensities, a 
transformation process converts these into binary 
outcomes {0,1}, steered by specific thresholds [29, 51]. To 
elaborate, the chosen thresholds for ML-100K, Coupon, 
and Restaurant datasets stand at 4.0, 1.0, and 2.0, 
respectively. 
 
Evaluation Metrics: Although the ROC-AUC score is a 
standard metric for binary classification tasks like CTR 
prediction, its application in personalized 
recommendations can be problematic. The inherent 
methodology of AUC, which involves evaluating all user-
item interactions, might inadvertently introduce biases 
stemming from user-to-user variations [52]. To counteract 
this, the Group-AUC (GAUC) metric [17, 52] has been 
proposed. This method computes the AUC individually for 
each user and subsequently aggregates the results through 
a weighted average mechanism: 
 
       (   ) (                  ( )) (  ( 

  )                )  

where history    is the number of records for user  , and 
   ( ) is the AUC over all interaction’s records for user  . 

Comparison Approaches: My analysis integrates two 
primary benchmark methodologies. The initial type 
encompasses strategies governed by manually curated 
rules. For instance, the Random approach entails an 
indiscriminate item recommendation to users. On the 
other hand, the subsequent category leans on 
unsupervised techniques grounded in Pre-trained 
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Language Models (PLMs). These methodologies leverage 
verbalized attributes of users and items, drawing insights 
directly from PLM outputs without the necessity for fine-
tuning. A case in point is EmbOLism, which crafts 
embeddings for both user and item verbalized attributes, 
and then discerns user-item affinities by computing the 
dot product of these embeddings. The PairNSP model 
harnesses the next sentence prediction paradigm [5], 
fusing verbalized user and item features to evaluate their 
contextual compatibility within a PLM. Conversely, 
ItemLM [4] melds these features and gauges preferences 
based on the predicted likelihood of an item descriptor's 
presence in the given context. For a detailed overview, 
readers can refer to Table 2, which focuses on prompt 
learning in the realm of initial-scarcity recommendations. 

 

 

4. CONCLUSIONS 
 
Delving into the realm of system initial data scarcity 
recommendation challenges, this manuscript offers both a 
comprehensive definition and a pioneering benchmark for 
the field. In addressing this issue, I've introduced a novel 
method, termed "Prompt Recognition", which leverages 
the strengths of PLMs to craft tailored recommendations 
without the need for supervised fine-tuning. I am 
optimistic about the potential of further academic 
endeavors in the initial-scarcity recommendation sphere, 
envisioning their applications in real-world business 
scenarios. Several avenues beckon deeper exploration in 
the future. These include refining the design of templates 
to maximize the efficacy of PLMs, discerning the optimal 
pre-trained language model from a plethora of choices, 
understanding the equilibrium between model dimensions 
and the performance of prompt learning, and probing into 
possible bias or privacy concerns inherent in PLM-driven 
recommendation systems, along with strategies to address 
them. 
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