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Abstract – Compressed sensing is a signal processing 
algorithm that reconstructs a signal based on random 
measurements matrices. But designing a measurement matrix 
is a tedious process as they are random in nature. Also, the 
available CS reconstruction algorithms are time consuming 
which are unsuitable to real time applications. So, a deep 
learning model based on neural networks is proposed to solve 
the problems of CS. This model namely Stacked Sparse 
Denoising Autoencoder(SSDAE) model is discussed. It is a 
Encoder and Decoder network architecture that learns 
representation from the image which stores the essential 
information and tries to reconstruct at the decoder end. The 
combination of Sparse Autoencoder and denoising 
Autoencoder is used to perform CS reconstruction with fewer 
non linear measurements. The robustness of the model to 
various levels of noises in the image is studied and tries to 
reconstruct from the original input image. It is found from 
simulations that the model has good denoising ability, stable 
reconstruction and shows better performance interms of its 
reconstruction quality and attains higher Peak to Signal Noise 
Ratio compared to other algorithms.  

Key Words: Compressed sensing, Denoising 
Autoencoder, Sparse Autoencoder, reconstruction 
algorithms. 

1.INTRODUCTION  

Compressed Sensing also called as Compressive Sensing or 
Sparse sampling is a technique used to reconstruct a signal 
in a compressed form. It considers only few number of 
measurements to reconstruct a signal obtained by efficient 
design of sensing matrices. These sensing matrix is 
necessary for obtaining the required compressed signal at 
the encoder and its exact reconstruction at the decoder part. 
It imposes two conditions namely sparsity constraint which 
makes the signal to be sparse. Another condition is 
incoherence which involves isometric property. 

Compressed sensing reconstructs a signal by finding solution 
to underdetermined linear systems. This type of systems has 
more unknowns and generate infinite number of solutions. 
The system is defined by equation y = Dx, where solution for 
x must be found. All underdetermined system doesn’t have a 

sparse solution. In CS, the weighted linear combination of 

samples known as sparse will be small but contains all the 
useful information. So, for the process of converting the 
image back into desired image is done by solving 
underdetermined matrix equation since the measurements 
are small than the number of pixels in the full image. So 
adding sparsity constraint enables to solve this 
underdetermined system of linear equations. By enforcing 
sparsity, one can reduce the number of nonzero components 
of the solution. So, the function of counting the number of 
nonzero components of the vector is known as   norm. So, 
Compressed sampling combines sampling and compression 
at a single process which helps to reduce the storage cost, 
size and processing time. It finds applications in areas such 
as Facial Recognition, Holography, Magnetic Resonance 
Imaging, Aperture synthesis astronomy, shortwave infrared 
cameras and many more. 

1.1 Limitations of Compressed Sensing: 

But, compressed sensing has shortcomings that must be 
taken into account. One problem is due to the random nature 
of the measurement matrix and another problem is to 
construct a stable reconstruction algorithm with low 
computational complexity which considers only the recovery 
process while the connection with compressed sampling 
process is ignored. It is difficult to built a appropriate 
measurement matrix for compressed sampling. Basically, 
these measurement matrix is divided into random matrix 
and definite matrix. Examples of random matrices are 
Gaussian and Bernoulli marices. These matrices are 
unsuitable for the design because they occupy more storage, 
uncertain reconstruction quality and other problems such as 
computation time. On the other hand, definite matrices such 
as Toeplitz polynomial and Circulant matrix has been used. 
Here, the reconstruction quality of the image isn’t better 
than random matrix. So, both these matrices has some 

disadvantages and doesn’t suit well for the design of signals. 

Another shortcoming is to construct a stable reconstruction 
algorithm with low computational complexity and with less 
number of measurements. These CS reconstruction 
algorithms are divided into two types namely hand-designed 
recovery methods and data driven recovery methods. The 
hand-designed methods have three directions: convex 
optimization, greedy iterative, and Bayesian. This Greedy 
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iterative algorithms approach the original signal by selecting 
a local optimal solution in iteration. Examples are orthogonal 
matching pursuit (OMP) and compressive sampling 
matching pursuit (CoSaMP). The second recovery method is 
data-driven method that builds deep learning framework to 
solve the CS recovery problem by learning the structure 
within the training data. For example, the SDA model was 
proposed to recover structured signal by capturing 
statistical dependencies between the different elements of 
certain signals. Some previous works show that hand driven 
recovery algorithm works better than hand designed 
algorithm when performance is considered. So, both these 
recovery algorithms consumes more time and data for 
training the network and its very slow when incorporated in 
real time applications. So, these recovery algorithms is not 
suitable for the stable reconstruction of signals. 

2. PROPOSED METHOD 

From the above shortcomings, A deep learning model is 
suggested namely Stacked Sparse Denoising Autoencoder 
compressed sensing (SSDAE_CS) model which is a 
combination of Denoising AutoEncoder (DAE) and Sparse 
AutoEncoder (SAE). The model comprises of Encoder 
network, Decoder network and code layer (information 
bottleneck). Instead of conventional linear measurements, 
the encoder subnetwork  takes many non linear 
measurements for training and the decoder network tries to 
reconstruct the input image with few number of 
measurements. This model achieves greater accuracy, good 
denoising ability, excellent signal reconstruction. 

2.1Overall Architectue of The Autoencoder 

Autoencoders comes under unsupervised learning model. 
These are neural networks that is used to compress and 
reconstruct data. This model mainly consists of an encoder 
subnetwork ,a code layer and decoder subnetwork. 

Encoder: This layer compresses the data into smallest 
possible representation. It extracts the prominent features 
from the data and stores in a encoded version. The input 
image is compressed down, and dimensions are reduced in 
the encoder layer, which leads to a bottleneck. 

Code layer: The Code layer represents the compressed input 
fed to the decoder layer. The layer between the encoder and 
decoder network. that is, the code is also known 
as information Bottleneck. This layer stores all the important 
features of the input data, thus reducing the computation 
time.  

Decoder: The decoder layer decodes the encoded image 
back to the original image. The decoded image is 
reconstructed from latent space representation. It aims to 
minimize the loss while reconstruction. In an inverse 
fashion, the number of neurons progressively increases all 
the way back to the original image. 

2.2 Architecture of the Model: 

The proposed model deals with two types of Autoencoders 
namely Sparse Autoencoders and Denoising Autoencoders to 
solve the problem of CS recovery. In Denoising 
Autoencoders, the input image is corrupted with noise and 
used to produce a clean image as output. In Sparse 
Autoencoders, it introduces sparsity parameter which 
penalizes the activation of the neurons. As discussed above, 
earlier methods of CS uses linear measurement for sampling. 
Instead the model uses a multiple nonlinear measurement 
encoder sub-network for obtaining the measurements 
during the process. Then, at the recovery stage of the data, 
traditional recovery algorithms is replaced with a decoder 
network for obtaining the original image. 

Use of Denoising Autoencoders: Denoising Autoencoders 
are an important and crucial tool for feature extraction. The 
purpose of this autoencoder is to remove noise. The network 
is trained using corrupted version of the input and tries to 
reconstruct a clean image through the use of denoising 
techniques. Usually, these autoencoders can also be stacked 
on each other to extract more features and to ensure best 
image reconstruction. A Denoising Autoencoder is a 
modified version of the basic Autoencoder. Specifically, if the 

autoencoder is too big, it just learns the data, and produces 
the output same as input from which they doesn’t learn 
any useful information and the purpose of feature 
extraction is nullified.  So, Denoising autoencoders 
solve this problem by corrupting the input data by 
adding noise or masking some of the input values. The 
proposed model reconstructs excellent images by 
adding various values of noise parameter in the image 
while training. 

Use  of  Sparse Autoencoders: A sparse autoencoder is an  
another common type of Autoencoder which deploys 
sparsity to achieve an information bottleneck. In SAE, sparse 
regularization inhibits the activation of neurons to enhance 
the overall performance of the model.Here, the loss function 
is imposed by penalizing activations of hidden layers so that 
only a few nodes are encouraged to activate when a image is 
fed into the network in training phase. There are two kinds of 
loss functions that are used namely, L1 regularization and KL-
divergence. The difference between two loss functions is that 
L1 regularization make penalty coefficient to zero while KL 
divergence is the measure of the relative difference 
between two probability distributions for a given random 
variable or set of events. In this work, L1 regularization is 
used because it is often used for feature extraction. Due to 
the sparsity of  L1 regularization, sparse autoencoder learns 
better representations  than basic Autoencoder. Let, 

                         =   ]                                    (1)    
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be the average activation of hidden unit j. To enforce the  
constraint for the activation 

                                          = ρ                                      (2) 

where ρ is a sparsity parameter, typically a small value 
close to zero. To satisfy this constraint, the hidden unit’s 
activations must mostly be near 0.                                 

 

Fig -1: Proposed Model 

Encoder and Decoder Sub Network: To build an 
Autoencoder of SSDAE_CS model, we require three functions: 
an encoding function, a decoding function and a loss function 
to determine the amount of information loss between the 
input and the original image. The SSDAE_CS model is a deep 
neural network consisting of multiple layers of basic SAE and 
DAE, in which the outputs of each layer are connected to the 
inputs of each successive layer. In the training phase, the 
input samples are corrupted with noise factor which is a 
hyperparameter. This noise factor is multiplied with random 
matrix that has mean zero and variance one. This matrix will 
draw samples from normal (Gaussian) distribution. The 
proposed model extracts robust features by sparse penalty 
term, which punishes and inhibits the larger change in the 
hidden layer. By this way, the proposed model is robust to 
the input because it   reconstructs the original signals from 
the corrupted input. Next, the encoder sub-network 
compresses the signal to M measurements by utilizing 
multiple nonlinear measurement method. The decoder sub-
network reconstructs the original signals from 
measurements by minimizing the reconstruction error 
between input and output. Then, the two sub-networks are 
integrated into SSDAE_CS model by jointly optimizing 
parameters to improve the overall performance of CS. 

The encoder sub-network can be represented as a 
deterministic mapping (•), which transforms an input x ∈ 

  into hidden representation space y ∈   The  

conventional CS method uses linear measurements which 
are unsuitable. In the SSDAE_CS model, multiple nonlinear 
measurements are applied to obtain measurements  because 
non linear measurements preserve effective information 
when compared to linear meaurements. In this model, the 
encoder consist of three layers   an input layer with N nodes,  
the first hidden layer with K nodes and  the second hidden 
layer with M nodes, where N > K > M. The first hidden 
feature vector is the value of the first hidden layer 
represented by eqn (3).The final measurement vector y is 
the value of the second hidden layer, which receives the first 
hidden feature vector as its input which is represented by 
eqn (4). 

           = f( ) = f (  + )                            (3) 

            y= f( ) = f (  + ) 

         y= f( ) = f (   f + )  + )         (4)                                    

where W  represents for matrices, b represents bias vector 

and  denotes the vector. Measurement vector y can also be 

written as: 

                                y = ( , )                                                (5) 

where = { }  denotes the set of encoded 

parameters and (•) denotes the encoding nonlinear 

mapping function. Now, The decoder sub-network maps the 
measurement vector y back to input space x ∈  by 

capturing the feature representation of the signal. 

The previous signal reconstruction algorithms are  replaced 
by decoder sub network. The decoder whose nodes are 
symmetric with the encoder consists of three layers: input 
layer with M nodes, the first hidden layer with K nodes, and 
the second hidden layer with N nodes. The decode function 
Eqn (6) and (7) are used to recover the reconstruction 
signals   from measurement vector y. 

    = f( ) = f ( y+ )                                          (6) 

       =  f( ) = f (   ) 

      = f (   f  + ) + )                          (7) 

The reconstructed signals  can also be represented as: 

                  = (y, d)                                                       (8) 
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where = { }denotes the set of decoded 

parameters and (•) denotes the decoding nonlinear 

mapping function. 

Training the Network: 

The main objective of the training phase is to learn the 
structural features from the samples. The input samples are 
fed into the network and trained for several epochs. To be 
specific, the encoder and decoder sub-networks are 
integrated into SSDAE_CS model through end-to-end training 
for strengthening the connection between the two processes. 
Since, the AutoEncoders are unsupervised model, the input 
samples in the training set as N signals whose label is same 
as the sample ie ) = {(x1, x1),(x2, x2), ··· ,(xn, xn)}. A 

trained nonlinear mapping (•) acting as the measurement 

matrix  obtains the measurements y from the original signals 
x, and a trained inverse nonlinear mapping (•)  acts as the 

reconstruction algorithm to recover the reconstruction 
signals   from y in the proposed model. 

To ensure excellent reconstruction of image, the loss 
function  is computed by using the formula: 

  

         + α  + β (ρ|| ).                        (9) 

Where the whole second term limits the weight parameters 

W with L1 norm as weight decay term. α  denotes the 

strength of penalty. ρ is the sparsity parameter. denotes 

the average activation of j-th neuron. β controls the 
activation of sparsity penalty. The main goal is to minimize  

 and updates weights W and biases b. The batch 

gradient descent algorithm is performed to compute the 
gradients and updates   and   .Each iteration of the 

gradient descent method updates the parameters W and b by 
Eqn. (7) and (8) respectively 

             =   – α (W,b)                               (10) 

         =   – α (W,b)                                     (11) 

where α is the learning rate needed for training. 

2.3 Dataset Description: 

The dataset considered in this paper is standard MNIST 
dataset, which contains 70,000 grayscale images of 
handwritten digits of size N = 28 × 28, is used for training. 
The  MNIST database (Modified National Institute of 

Standards and Technology database) is a large database of 
handwritten digits that is commonly used 
for training various  image processing systems. This  
database is  widely used for training and testing in the field 
of machine learning. The dataset is divided into 55,000 
samples for training, 5000 samples for validation, and 
10,000 samples for testing. MNIST is a grey-scale image and 
the range is 0-255 which indicates the brightness and the 
darkness of that particular pixel. 

Handwritten Digits Recognition turns out to be significant 
nowadays because of its actual implementation in our every 
day life. Programmed preparing of bank cheques, the postal 
mail, form data entry is a general utilization of hand-written 
digit recognition. In this project, Convolutional neural 
network model is built to reconstruct hand digits from 0 to 9. 
Handwritten digit recognition is the process of providing the 
ability to machines to recognize human handwritten digits. 
But it’s not that easy for the machine because handwritten 
digits are not perfect, vary from person-to-person. One of the 
major application of handwritten digits is computer vision 

digit recognition. 

2.4 Simulation Platform: The simulation tool used in this 
project is google colab. Commonly known as Colaboratory or 
“Colab” is a product from Google Research. It integrates 
other libraries such as PyTorch, TensorFlow, Keras, OpenCV. 
Since a Colab notebook can be accessed remotely from any 
machine through a browser, it's well suited for commercial 
purposes as well. 

3. RESULTS: 

The major goal is to achieve stable reconstruction with fewer 
measurements and to improve its denoising ability using 
Denoising  Autoencoders  (DAE) and Sparse Autoencoders 
(SAE) stacked upon each other. The model is trained and 
tested with two layer network with number of nodes in input 
and output layer as 784. The model is tested with adding 
Gaussian noise with mean zero and variance one and sparse 
penalty parameter ρ. Both these parameters are added at the 
encoder network of the Autoencoder. The noise level is 
increased by varying the levels of noise factor λ and changing 
the value of sparse penalty factor ρ. The performance of the 
model is good at smaller values of  λ  and ρ. The performance 
of the model degrades at higher levels of values. Optimal 
result is obtained when noise factor λ = 0.3 and ρ = 0.1. 
Keeping one of the value smaller and the other value higher 
produces better results. Image reconstruction is degraded 
when both the values are very high. Figure 2 shows the 
reconstruction of the images at various noise levels of value  
λ. 

https://en.wikipedia.org/wiki/National_Institute_of_Standards_and_Technology
https://en.wikipedia.org/wiki/National_Institute_of_Standards_and_Technology
https://en.wikipedia.org/wiki/Database
https://en.wikipedia.org/wiki/Training_set
https://en.wikipedia.org/wiki/Image_processing
https://en.wikipedia.org/wiki/Machine_learning
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Fig -2: Image Reconstruction for various noise                              

factor value λ 

The figure 3 shows the reconstruction of the model when 
trained by adding noise and sparsity parameter. Best  result 
is achieved when λ = 0.3 and sparse parameter ρ = 0.1 

              

Fig -3: Image Reconstruction when λ = 0.3 and ρ = 0.1 

3.1 Performance Metrics: 

For checking the similarity between the original and the 
reconstructed image Peak Signal to Noise Ratio (PSNR) to 
applied to model. PSNR is mostly used to measure the 
quality of reconstruction. PSNR is calculated by following 
equation (12). 

              PSNR (dB) = 10                   (12)   

where peakvalue is either specified by the user or taken 

from the range of the image data. Mean square error (MSE) 

is calculated by equation (13) 

                          MSE =                            (13)       

Thus, the figure  4 shows the PSNR (in dB) for various levels 
of noise factor showing the quality reduces when noise 
factor increases. 
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      Fig -4: Mean PSNR value of the images for various              

levels of noise factor  λ 
 

The below graph shows the PSNR of the reconstructed 
images for various values of sparsity parameter ρ.   

 

   
Fig -5: PSNR of the reconstructed images for various 

sparse penalty ρ 
 

3.2 Comparison of the proposed model with 
Dictionary Learning: 

To evaluate the performance of the proposed model, the 
SSDAE model is compared with Dictionary Learning 
Algorithm. dictionary learning can be represented in form of 
vectors that contains sparse representation of data. The 
signal can be represented as a linear combination of atoms in 
an overcomplete dictionary. Various dictionary learning 
algorithms such as matching pursuit, orthogonal matching 
pursuit, method of optimal direction (MOD) or k-singular 
value decomposition (k-SVD) are used in many applications 
such as signal separation, denoising, classification, image 
inpainting and reconstruction. Here, the size of the 
dictionary depends upon the dimensionality of the vectors of 
the data which ensures stable reconstruction. But 
computational time increases when dictionary size and 

vector size increases. To address this issue, the noisy images 
is break into patches and treat the vectorized version of each 
patch as signals, thereby restricting the dimensionality of 
each atom in the dictionary. However, the size of the patch 
has to be chosen such that it covers all the details of the 
signal. For a given image Y containing patches Z is 
represented as 

                       Y = Z + η.                                                     (14) 

where η is assumed to be the noise which corrupts the 
patches. The noise over the entire image is assumed to be 
zero mean Gaussian noise. The patches obtained for image 
‘0’ from mnist dataset is shown in fiqure (6) 

 

           Fig -6: Patches learned using Dictionary Learning 

The simulation results shows the corrupted or distorted 
image and its corresponding denoised image. The 
simulations results were conducted for various levels of 

noise variance σ. Fiqure 7 shows the distorted image of the 

image ‘0’ from mnist dataset. 

 

                   Fig -7:  Distorted image when σ =0.2 

Orthogonal matching pursuit is used as the reconstruction 
algorithm in dictionary learning which is a greedy type of 
algorithm that tries to find the sparse representation of a 

signal given a specific dictionary. Figure 8 shows its 

corresponding denoised image when σ =0.2 
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                Fig -8: Denoised image when σ =0.2 

The above figure implies that difference norm between the 
distorted and the denoised image is less which indicates a 
stable reconstruction but these algoorithms are time 
consuming in real time applications. Figure 9 compares the 
PSNR between the proposed model and dictionary learning 
showing the propsed model has attained higher PSNR when 
compared to Dictionary learning. The average PSNR is 3dB 
higher than Dictionary learning. 

 

       Fig -9: Comparison of PSNR between SSDAE model 

and dictionary Learning 

4. CONCLUSIONS   

In this paper, a Deep Neural Network named Stacked Sparse 
Denoising Autoencoder (SSDAE) model is propsed which is a 
encoder and decoder architecture that learns the 
representations and extracts essential features from the 
images and reconstructs at the decoder. It is found from 
simulations that proposed model is robust to noises 
achieving a stable reconstruction, denoising ability is also 
robust and the reconstruction quality is also better than 
other denoising algorithms. The experimental results shows 

reconstruction performance, time cost, and denoising ability, 
the proposed model is better than existing algorithms. 
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