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Abstract: 

The improvement in fake video creation and 
manipulation has been accelerated by deep learning 
techniques. The line separating real and fake video has 
shrunk dramatically due to advancements in deep 
learning methods especially in the field of Generative 
Adversarial Networks (GAN). This provides access to a 
number of intriguing applications in various industries 
for example VFX creation, advertising, video games, etc. 
On the other hand, there is numerous disadvantages of 
this technique which create significant security risks 
such as privacy threat, Nation security, etc. Nowadays 
Social media platform is also the key factor in spreading 
these fake videos. The rapid growth of deepfake videos 
has an effect on people's personal, social, and political 
lives. Deepfakes are frequently used to produce obscene 
videos, harming people's reputations. Thus, there is a 
critical need for automated solutions that can identify a 
fake variety of multimedia materials and prevent the 
inaccurate information from being circulated. 
To understand how deepfakes function, several 
experiments have lately been conducted, and several 
deep learning-based methods have been developed to 
recognize deepfake videos. This Survey paper provide a 
detailed study of the methods, algorithms  
used to create fake Videos also the detection methods 
which are used to detect this fake Video.  
 

I. Introduction 

Digital videos are becoming a highly prevalent type of 
digital asset due to the rise and popularisation of social 
networks. Social media platforms or social network 
platform refers to group interactions where individuals 
produce, share, or exchange knowledge. Despite great 
benefits, Social media is used to share fake information, 
fake news, and fake videos. Deepfake is the term for 
digital media that has been altered, such as pictures or 
videos, in which the resemblance of another person has 
been substituted in lieu of that person's image or video. 
Deepfake has regularly been used to overlay the faces of 
actor/actress over obscene photographs and videos. 
athering the aligned faces of two different people, and 
training an auto-encoder are the steps in the creation of 

Deepfake pictures. Deep learning has changed the rules 
of the game, necessitating the use of multimedia audio 
visual forensics to find new solutions quickly.  
It has also been utilised to create false information and 
rumours for politicians [1-3]. There are many ways to 
identify fake images, but the majority of them either 
assess differences from what a typical camera pipeline 
would look like or extract particular picture 
modifications from the final image [4,5]. It has been 
shown that image noise [6] works well as a signal for 
splicing detection i.e., copy and paste mechanism from 
an image to another. Despite considerable 
advancements, there are still several fundamental issues 
remain that should be addressed for the purpose of 
improving deepfake detection algorithm. Image 
detection algorithms and techniques cannot be used for 
videos because of the substantial loss of the frames data 
and compression in the video [7]. This paper presents 
the fake video creation technique and video editing 
procedures as well as study tackles the issue of 
identifying and detection of edited video or fake videos. 
 

II. Deepfake Video Generation: 

The majority of these fake videos are made using deep 
learning techniques. 

The parallel training of two autoencoders is the core and 
central concept here. The frame work of an auto-encoder 
consist of the interconnection of a decoder network and 
an encoder network. The encoder's function is to 
conduct a dimension reduction by encoding the input or 
entry layer data into a fewer variable. The decoder’s 
objective is to use those factors to generate an outcome 
that closely resembles the original input. 

Deep learning technologies called Generative adversarial 
networks (GAN) can be used to produce phoney images 
or photos, movies, videos that are difficult for humans to 
identify from the actual thing. 
In this technique a data set is utilised to train models, 
which are subsequently used to produce phoney pictures 
and movies. The model has the ability to produce 
credible and realistic images and videos with an increase 
in dataset. Thus for realistic result the large amount of 
data must be feed to the model. 
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Fig. (1): Generative adversarial networks (GAN) 
Architecture 

1. Face Swapping: 

The Face Swapping technique is Manipulation technique. 
The method known as "swapping" involves a video that 
substitutes one person's visage with another person's 
[8]. 
 
A generative method must be used to process each frame 
of the target video in order to a produce a face swapping 
video. The autoencoder, which is frequently employed 
for data reconstruction tasks, served as the foundation 
for the majority of the deepfake algorithms used in face 
swapping. 

Throughout the training period, the common traits and 
features from source video face and target video face are 
extracted by two encoders. These extracted features and 
traits are feed to two decoders in order to reassemble 
the faces. To exchange and switch faces between original 
video frames and destination video frames, two 
autoencoders have been trained. The encoder first 
extracts latent features from the image, which are then 
used by the decoder to construct a replica of the original. 
At the end of the training phase, one of the decoders 
generates latent face and feed it to another decoder to 
reconstruct face. The Generated face will have same 
feature like original one if and only if the autoencoder is 
trained well. 
 
Previous work shows how swapping of face is performed 
using different method for example, In unrestricted 
conditions, a typical fully convolutional network was 
used by Nirkin et al. [9]Similarly Natsume et al. [10] 
presented an area that separates GAN(RSGAN) for 
swapping of faces. 
 
Convolution Neural Network was used by Korshunova et 
al. [11] to develop a face swapping method. Real time 
face swapping method was proposed by Wang et al. [12] 
For privacy protection a face was procedure was 
proposed by Mahajan et al. [13] 

 

2. Face Reenactment: 

This technique involves changing of facial expression of 
an individual's face in a video [14]. 
In this technique the process to perform face re-
enactment A monocular face reconstruction method is 
used to derive the low-dimensional parameter for 
example head position and expression of the source and 
target videos.  Scene illumination and identification 
parameters are kept when performing face reenactment, 
but head attitude, expression, and eye gazing factors are 
altered. On this modified parameter the fake images of 
the target are regenerated. The conditional input of our 
new renderer video conversion network is then 
provided with these images. A new rendering video 
conversion network takes this fake image as conditional 
input, after that, the network is trained to transform this 
artificial input into a realistic output. The conditioning 
space time volumes are delivered to the network in a 
sliding window method. In order to obtain complete and 
better time consistency in a video. Kim et al. [15], Zhang 
et al. [16], Nirkin et al. [17], Doukas et al. [18], Cao et al. 
[19] developed a number of algorithms, including RNN, 
encoder decoder, GANs, a single landmark converter that 
includes a geometry aware generator, task agnostic GAN 
based schemes. Similarly RGB video feeds with real-time 
facial reenactments where developed by Thies et al. [20]. 
 

III. Deepfake Video Detection: 

In recent approaches deep learning was utilised to 
abruptly extricate important and discriminating 
properties in order to identify fakeness in video. 
False video detection is viewed as a conundrum of binary 
a binary distinction, where the distinction between 
genuine and manipulated videos is made using 
classifiers.  
Visual artifacts inside frames and Temporal 
Characteristics across Frames are the two categories into 
which fake video detection is divided. 
 

1. Visual Artifacts Inside Video Frames: 
In this detection method the videos are broken down 
into frame and then visual artifacts are examined 
within each frame in order to obtain discriminant 
feature. 
To identify authenticity of videos, a deep or shallow 
classifier is fed with these features. 

Deep Classifier: 

Deepfake videos are frequently produced at low and 
limited resolutions, which calls for the use of an affine 
face warping technique that is resize, rotate, and shear 
the faces to match the originals appearance. Convolution 
Neural Network (CNN) models such as ResNet50, 
ResNet152 [21], VGG16 [22], and ResNet101 can 
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recognise the distortions left by this technique owing to 
the resolution discrepancy between the distorted face 
region and the background information. 

In [23] based on the relics spotted during the face 
warping stage of  deepfake generating algorithms, there 
was a suggestion for a deep learning technique to 
recognise deepfakes. 

In [24] The capsule network is proposed for detection 
fake images and videos. The initial purpose of the 
capsule network was to overcome the shortcomings of 
CNNs when employed for inverted graphics job which 
seek to identify the actual 8mechanisms that produce 
representations of the environment [25]. 

Shallow classifiers: 

Most deepfake detection algorithms concentrate on 
artifacts or discrepancies between actual and false 
videos. 
In 2019 Yang et al. [26] offered an identification method 
based on tracking variations in 3D head positions, which 
are calculated utilising 68 facial areas in the essential 
face recognition system. 
Due to a flaw in the method used to create fake images, 
false image can be detected by 3-dimensional head 
positions examination. Retrieved features are feed to a 
SVM classification model in order to achieve high 
accuracy. 
The presence of global inconsistency and lack of an 
imprecise or wrong assessment of occurrence of 
illumination, or an improper reverence of the actual 
configuration are what lead to the graphical 
abnormalities. Deepfakes are identified using features of 
texture derived from the face area based on facial point 
of interest, missing facts and insights in the teeth and eye 
area, texture features. 

2. Temporal Patterns Across Video Frames: 

In this method Deep recurrent network (RNN) models 
are mostly run down to identify phoney videos. 
In [27] Sabir et al. used the spatiotemporal properties of 
video streams to detect since the deepfake synthesis 
process does not successfully ensure temporal 
coherence. 
 
It is hypothesised such a modest degree distortions 
caused by facial alterations will surplus oneself as 
temporal artifacts with discrepancies among frames 
because video editing is done frame by frame. 
To take advantage of temporal differences between 
frames, a Recurrent Convolutional Network according to 
the incorporation of the convolutional network Dense 
Net [28] and gated recurrent unit cells [29] was 
developed.  

The long short term memory (LSTM) and CNN are used 
in the temporal-aware pipeline method to find deep fake 
videos, this technique was proposed by Guera et al [30] 
since there was temporal inconsistencies between 
frames and intra-frame inconsistencies present in fake 
videos. Using CNN, frame-level features are extracted, 
and the LSTM is then used to build a temporal sequence 
descriptor. 

In [31] Li et al. proposed the use of eye blinking as a 
physiological indication to identify deep fakes. 
A person blinks much less frequently in deepfakes than 
in unaltered videos. For the purpose of predicting 
dynamic state, Li et al. [31] crop eye regions from the 
videos and spread them across long term recurrent 
convolutional networks (LRCN). 
The LRCN is made up of a feature and 
attribute extractor based on Convolution Neural 
Network, a component of sequence learning based on 
long short term memory (LSTM), and a state prediction 
component based on a fully connected layer to forecast 
the likelihood of an eye open or closure. 
 

IV. Conclusion 

Deepfakes or Artificial intelligence generated or digitally 
altered videos, pose a serious threat to the reliability of 
face recognition technology and the veracity of online 
information. The study shows that even if cutting-edge 
facial image manipulation techniques provide 
aesthetically appealing outcomes, trained forgery 
detectors can still spot them. The artificial intelligence 
research community will be benefited from such kind of 
detection methods in order to create efficient strategies 
for combating deepfakes. To further strengthen present 
false detection systems, more work is required as, there 
are many artifacts that cannot be detected in the 
compressed video. Presence of extra blurriness in video 
creates difficulty for algorithm to detect the fake videos. 
Thus it is necessity for future more technique should be 
presented in order to deal with advancement in deep 
learning. Robustness is frequently used to assess how 
well detection algorithms work under various 
degradations. In the future, increasing the resilience and 
robustness of current detection techniques will be 
crucial. 
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