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Abstract - Taxi demand prediction is the process of using 
historical data to forecast future taxi requests in a particular 
area. Managers may pre-allocate taxi resources in cities with 
the aid of accurate and real-time demand forecasting, which 
helps drivers find clients more quickly and cuts down on 
passenger waiting times. This project is aimed to choose the 
best model in predicting the taxi demand where we use 
various Machine learning techniques such as regression 
analysis and time series forecasting. Various baseline models, 
including moving averages (simple, weighted, and 
exponential), linear regression with grid search, random forest 
regressor with random search, and XGBoost regressor with 
random search are used. We find out which model is more 
suitable in predicting the output using the metrics we obtain. 

Key Words: Linear Regression with GridSearchCV, Random 
Forest Regressor with RandomSearchCV, XGBoost Regressor 
with RandomSearchCV. 

1.INTRODUCTION  

Taxi demand prediction is the process of using historical 
data to forecast future taxi requests in a particular area. 
Managers may pre-allocate taxi resources in cities with the 
aid of accurate and real-time demand forecasting, which 
helps drivers find clients more quickly and cuts down on 
passenger waiting times.  

In our project, we’ve used data on taxi rides in New York 
city to to train and test the models using Linear regression, 
Random Forest regressor and XGBoost regressor. 

Along with the Linear regression and Random Forest 
algorithms, we’ve also used the XGBoost algorithm. XGBoost 
is a machine learning algorithm that is commonly used in 
classification and regression problems. It is an ensemble 
learning method that combines the weak prediction models , 
such as decision trees to create a stronger overall prediction 
model. XGBoost has gained popularity due to its high 
accuracy, scalability, and ability to handle missing data. 

With our project, we get an understanding of which 
model is best to predict the real time taxi demand and taxi 
companies be able to tailor strategies to allocate resources 
based on demand. 

2. Literature Review 

Multi-attention network-based graph prediction of 
taxi demand: In order to better address the taxi demand 

prediction problem, this study develops a Graph Multi-
Attention Network (GMAN), which tries to forecast the taxi 
demands in every section of a road network.(Achieved a 72% 
Accuracy). Because only significant data needs to be learned 
by the models, applying attention increases model accuracy 
to extremely high levels. The Attention mechanism's 
drawback is that it requires a lot of time and is challenging to 
parallelize 

Taxi demand forecast using the random forest model: 
Decision trees are employed in the random forest. The term 
"random" refers to our usage of a random bootstrap 
sampling, and the term "forest" refers to the collection of 
trees seen in decision trees. (Achieved 77% Accuracy). 
excellent forecasting abilities that improve application 
precision. Easy data preparation is made possible by not 
requiring normalization. Generally speaking, this algorithm is 
quick to train but takes a while to produce predictions after 
training 

 Demand projection for taxis XGBoost algorithm-
based: The hot spot locations are identified and their 
boundaries are drawn using the density-based DBSCAN 
clustering technique, and the demand for the hot spot areas is 
predicted using the XGBoost algorithm. XGB provides various 
features, such as parallelization, cache optimization, and 
more. Like any other boosting method, XGBoost is sensitive to 
outliers. 

 Taxi Demand Forecast Based on Regional 
Heterogeneity Analysis and Multi-Level Deep Learning: 
With the aid of the taxi zone clustering technique and 
pairwise clustering theory, the Multi-Level Recurrent Neural 
Networks (MLRNN) model is put out.(83.33% Accuracy 
Attained). concentrates on how to exploit inter-zone 
heterogeneity to enhance prediction. The use of MLRNN 
results in high processing costs and greater complexity when 
fitting data. 

 Probabilistic Taxi Demand Prediction with Bayesian 
Deep Learning: Proposes a Bayesian deep learning approach 
for probabilistic taxi demand prediction. (Achieved Accuracy 
of 83%). Estimates the uncertainty of predictions and 
provides probabilistic forecasts. Greater technical complexity, 
defining a prior distribution can be hard using Bayesian 
statistics. 

 Prediction of Taxi Demand Using Ensemble Model: 
Utilizes a point of interest (POI) to match taxi demand with a 
location so that it can be studied using a different function. 
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This method is based on RNNs and XGBOOST. Achieved 
Accuracy of 72%). It increases the accuracy, improved 
resource allocation, effective data analysis. Limited coverage, 
incomplete data, limited generalizability. 

 BRIGHT,Drift-Aware Demand Predictions for Taxi 
Networks: Accurate forecasting of short-term taxi demand 
amounts using a novel combination of time series analysis 
techniques that can manage various sorts of concept 
drift.(Achieved Accuracy of 78%). Could offer a range of 
benefits, such as increased efficiency and revenue, and 
improved customer service. The cost of implementing the 
BRIGHT platform may be high, and ongoing maintenance and 
updates may also be required. 

 Taxi demand prediction using hybrid deep neural 
networks: Hybrid deep neural network approach to predict 
taxi demand based on a variety of factors. The authors 
compare their approach to other machine learning 
algorithms and find that their hybrid approach achieves the 
highest prediction accuracy.(Achieved Accuracy of 80%). 
Have shown to be effective at capturing complex patterns in 
data, and a hybrid approach that combines different types of 
networks can help improve prediction accuracy. The model is 
too complex and begins to memorize the training data rather 
than learning generalizable patterns. 

 Creating a Customised Transportation Model to 
Predict Online Taxi Demand: a personalized demand 
forecast model is suggested along with a broad demand 
prediction for online cab hailing. It is suggested that a model 
with two attentional blocks be used to account for both 
temporal and spatial viewpoints.(Achieved Accuracy of 
75.7%). By using user-specific data, personalized 
transportation models can make more accurate predictions 
for demand and supply of rides. Personalized transportation 
models rely on user-specific data, which may not be available 
for all users. This can limit the effectiveness of the model and 
make it less accurate. 

 Convolutional Spatiotemporal Multi-Graph Network 
for Taxi Demand: They tested Deep TDP on two real-world 
traffic datasets, and the results showed that it was effective 
when compared to self- and other baseline 
variations.(Achieved Accuracy of 80.5%). STMGCNs can 
handle input data in various formats, such as graph-based 
data and time series data, making them versatile for different 
types of applications. The model does not have the ability to 
extract multi-scale correlations of non-adjacent frames. 

 A method for predicting taxi demand using an 
ensemble: The authors discuss their ensemble technique, 
which integrates many machine learning models, such as 
random forest regression, linear regression, and support 
vector regression.They made use of a variety of metrics, 
including root mean squared error, mean squared error, and 
mean absolute error. (Achieved Accuracy of 88%). Has 
several potential benefits, including improved prediction 

accuracy and robustness. It may also be more complex than 
other approaches. 

3. Existing system 

There are several existing systems for taxi demand 
prediction using machine learning. Here are a few examples: 

Uber Movement: Uber Movement is a platform that uses 
machine learning to predict the demand for Uber rides in 
various cities. It provides historical and real-time data on 
traffic patterns, events, and weather conditions to help 
drivers optimize their routes and improve passenger wait 
times. 

NYC Taxi Demand Prediction: The New York City Taxi and 
Limousine Commission (TLC) has developed a system for 
predicting taxi demand in New York City using machine 
learning algorithms. The system uses historical data on taxi 
trips, weather, and events to forecast the number of taxi 
requests in various parts of the city. 

Didi Chuxing: Didi Chuxing is a Chinese ride-hailing 
company that has developed a machine learning-based 
system for predicting demand for its services. The system 
uses real-time data on traffic conditions, weather, and events 
to optimize ride allocation and reduce wait times for 
passengers. 

GrabTaxi: GrabTaxi is a Southeast Asian ride-hailing 
company that uses machine learning to predict demand for 
its services. The system uses historical data on ride requests, 
traffic, and weather conditions to forecast demand and 
allocate drivers accordingly 

4. Proposed system 

The purpose of this project is to build a model to analyze 
data-patterns and predict the demand of taxis based on 
number of requests in a given time period to help the taxi 
companies to pre-allocate the resources optimally. 

The objectives is to analyze taxi demand patterns, segment 
requests based on pickup and drop-off points and duration of 
ride, extract features for machine learning models, and build 
machine learning models using Linear regression, Random 
Forest algorithm and XGBoost regressor to predict taxi 
demand in the future 
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5. System Architecture 

 

Fig 1: System Architecture 

Client tier: This tier is responsible for presenting the user 
interface of the system. It includes web pages, mobile apps, or 
other interfaces that allow users to interact with the system. 
The client tier communicates with the logical tier to receive 
and display data. 

Logical tier: This tier contains the business logic and 
application code of the system. It receives requests from the 
client tier, processes them, and sends responses back. The 
logical tier includes the data preprocessing, training models, 
and prediction algorithms that predict taxi demand. This tier 
also communicates with the data tier to access and retrieve 
data. 

Data tier: This tier is used for storing and retrieving data 
from database. It includes the storage of data or data 
warehouse that stores historical taxi demand data, weather 
data, traffic data, and other relevant data sources used for 
prediction. 

6. Functionalities 

i) Functionality of User Input: 

The user input is taken through the keyboard, then it 
analyses parameters and predicts the  demand. 

ii) Functionality of Pipeline Module: 

Various machine learning algorithms are considered and 
stored in the pipeline. All the machine learning algorithms 
that are available in the pipeline are used to train the model 
with the dataset. 

iii) Functionality of Model Selection Module: 

RMSE and R2 score values for the above models are 
calculated. Then the model with the best figures of RMSE and 
R2 score is considered as the final model for the prediction. 

iv) Functionality of Prediction: 

Various data points are taken and the above selected model is 
being used  to predict the taxi demand   .                                                                                                                                     

7. UML Diagrams 

 

Fig 3: Class Diagram 

A class diagram is another name for a static diagram. It 
shows the application's static view. A class diagram can be 
used to generate an executable code directly from the 
diagram for a software programmer as well as to visualize, 
describe, and document various components of a system. A 
class diagram describes the characteristics, actions, and 
limitations of a class. 

 

Fig 4: Sequence diagram 

The lifelines are: 

● User   

● Prediction (ML) Model 

● Data Set 

A sequence diagram is a type of interaction diagram because 
it shows how a group of actors communicate with one 
another. Software engineers and business professionals use 
these diagrams to understand the specifications for a new 
system  
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Fig5: Use Case Diagram 

A written example of how users will carry out tasks on your 
website is known as a use case. It establishes how a system 
reacts to a request from the perspective of a user. A series of 
fundamental actions that begin with the user's aim and end 
when that goal is accomplished define each use case.  

8. RESULTS 

Models are trained using the dataset and accuracy of each 
model is analyzed to find out the best model for prediction 
that can best tell the demand. 

 

Fig – 6(a): Plot of Clusters 

 

 

 

Fig – 6(b): Linear Regression Model Metrics 

 

Fig – 6(c): RandomForest Regressor Metrics 

 

Fig – 6(d)XGBoost Regressor Metrics 

9. CONCLUSION 

In conclusion, taxi demand prediction using machine 
learning is a useful application that can help taxi companies 
optimize their operations and improve customer 
satisfaction. Use of machine learning provided many 
advantages in predicting Taxi Demand. The model saved 
time by preventing all the complex calculations and giving 
the demand of taxi in particular area. We used several 
essential attributes and regression techniques particularly 
linear Regression, Random Forest Regressor, XGBoost 
Regressor and K-Means for clustering of data points. We got 
even more accuracy than other models. 
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