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Abstract - Nowadays, the use of vehicles for 
transportation has increased rapidly. Along with the 
development of transportation, road systems have been 
developed. With the increase in the number of vehicles on 
the roads, vehicle accidents have increased rapidly. Due to 
this, there is currently a legal system related to the main 
road systems in countries. Obtaining a driver's license is 
mandatory in many countries, requiring individuals to pass 
both a written and practical test, which includes joining a 
government-registered driving training school and receiving 
proper training. During the practical exams, examiners 
generally assess various tasks. A task has several subtasks 
that must be performed in a specific order. Therefore, more 
attention is given to these sub-tasks when training drivers. 
This research proposes an automated driver monitoring, 
assist, and grading system to enhance the current training 
process. With the ability of the system to monitor and detect 
various behaviors, such as observing in the mirrors, using 
turn signals and horns, and identifying different types of 
road lines, the system can provide immediate alerts to 
trainee drivers and generate grading reports at the end of 
each training session. The proposed system would be 
effective for driving schools in producing safe and 
responsible drivers.  

Key Words:  Driver Monitoring System, Computer Vision, 
Image Processing, API, Country-specific regulations, 
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1. INTRODUCTION 

Currently, there are driver monitoring and assistance 
systems in the world. Those systems are designed to monitor 
inappropriate driver behaviors and emit immediate 
warnings. Such as eye movements, head movements, facial 
expressions, drowsiness detection, vehicle speed, position, 
etc. But currently, there is no monitoring system for driving 
in the world. Also, driving schools have the following 
shortcomings currently. 

 The driving instructor has a heavy workload and a lot 
of responsibility during a training session. Because 
they have to give big support to trainee drivers to 
drive. 
 

 Instructor should also observe the trainee driver's 
activities, vehicle safety, and road surroundings. 
 

 Usually, instructors mark what the trainee is trained 
to do on a table on a piece of paper, but there is 
currently no methodology to grade the trainee's 
activities. 

Thus, our solution focused on introducing an automated 
driver monitoring, support, and grading system for driving 
schools. 

1.1 Proposed Driver Monitoring System 

     

        The major component of the proposed system includes 
driver identification, face position (left or right) detection, 
identify different types of road boundary lines (on the center 
of roads), and detection of blinking taillights of vehicles. 
Additionally, it includes the detection of honking and turn 
signal usage. All the above observations are saved in the 
backend in real time and sent to a web interface via an API 
(Application Programming Interface). The web interface 
generates a report at the end of a driving training session.  

    When an individual sits in the driving seat, he or she is to 
be recognized by a camera (camera 1), which is placed in 
front and above the seat, only if the trainee has registered 
with the driving school. This feature is utilized to generate a 
grading report relevant to an identified person. 

    After that, when starting the training session, the 
instructor can give commands to do the functions. A 
microphone is supplied to the instructor. He should provide 
commands through the microphone. During the driving 
period, the system continuously monitors the driver. In 
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every function, there are sub-functions to be completed and 
those have a certain order. The instructor’s commands 
relevant to the functions and sub-functions are presented in 
Fig-1. 

 

Fig-1: Instructor’s commands and sub-functions 

        While driving, the dashboard camera (camera 2) detects 
two lane lines on the driving track. There are three main 
types of road boundary lines between two edge lines of the 
road: broken white lines, single solid lines, and double solid 
lines. The system can recognize each type of line separately 
and detect if the vehicle is crossing the line in violation of the 
rules. One issue we identified was that sometimes drivers do 
not see that the turn signal lamp of the nearest front vehicle 
is blinking. This is because people normally drive while 
looking away. Therefore, they may not be able to react to the 
turn signals. The issues caused by not seeing turn signals are 
as follows: 

 Drivers wait in vain behind the vehicle in front. 
 

 Sometimes drivers try to overtake the front vehicle 
from the right side when the right turn signal is 
blinking. In such situations, collisions may occur.   

The actions that we could perform when the vehicle in front 
flashes a turn signal are, 

 If it is a left turn signal, the driver has a possibility to 
overtake that vehicle from the right if it is safe to do 
so.  
 

 If it is a right turn signal, the driver can overtake that 
vehicle from the left if it is safe to do so.  

By recognizing turn signals and performing them 
correctly, we can avoid collisions and avoid traffic jams. 
Therefore, this component is introduced to detect blinking 
turn signal lamps of the vehicle closest to the front and alert 
immediately the trainee driver. For this part, another 
separate camera (camera 3) is used.  

In every function, the driver must look in the mirrors 
and turn on turn signals. Also, the horn should be sounded 

when required. The same camera 1 of this system is used to 
monitor whether the driver is looking in the side mirrors. 
The camera detects the movement of the driver's face to 
either side (left or right). Some accessories are utilized for 
getting inputs from the horn and turn signals. 

For a trainee driver, all the activities performed are 
recorded in a text file. Once the training session is 
terminated, the records are sent to the user interface via the 
API. Finally, it generates a grading report with marks. 

1.1.1 FRAMEWORKS 

All the components of this system are developed by 
OpenCV based on the Python language. OpenCV-based 
driving monitoring systems can enhance road safety by 
recognizing driver fatigue or distraction. OpenCV (Open-
Source Computer Vision Library) is a free and open-source 
computer vision and machine learning software library that 
includes several image and video processing algorithms and 
tools. 

Face recognition and vehicle turn signal detection 
components are developed in PyCharm. PyCharm is a 
JetBrains cross-platform integrated development 
environment (IDE) that provides a variety of tools and 
features to assist programmers in writing efficient and high-
quality Python code. PyCharm supports a variety of Python 
frameworks, including Flask. It is beneficial for the above-
mentioned components. Flask, a lightweight and flexible 
Python web framework used for developing online 
applications and APIs, is utilized in those two components. 

Head movement detection and road lane line detection 
components are developed on the VScode development tool. 
VScode from Microsoft is a free and open-source code editor. 
VScode aims to provide developers with a lightweight and 
fast environment for writing and debugging code in various 
programming languages. This includes code completion, 
debugging tools, and support for various programming 
languages and frameworks. To extend its functionality, 
VScode offers numerous extensions and plugins.  

 PyQt5 is deployed for Head movement detection and road 
lane line detection components. PyQt5 is a Python binding for 
Qt, a well-known cross-platform GUI toolkit. It provides 
Python bindings for the Qt library, allowing developers to 
build powerful graphical user interfaces (GUIs) using the 
Python programming language. 

2. FACE RECOGNITION IN LOW LIGHT CONDITIONS, 
DARK MODE, AND ANGLE MODE 

Face recognition is a biometric technique that uses facial 
traits to identify and verify individuals. It is the technique of 
automatically detecting and comparing a person's face in a 
picture or video to a collection of known faces 
for identifying or verifying that person. Face detection, face 
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alignment, feature extraction, and matching are all processes 
in the face recognition process. The system detects the 
presence of a face in an image or video using face detection. 
The technique normalizes the direction and size of the face 
during face alignment to ensure uniform comparison across 
different faces. The system examines the features of the face, 
such as the distance between the eyes or the shape of the 
nose, and extracts relevant information from them through 
feature extraction. 

Finally, for the purpose to identify or validate the 
individual, the algorithm compares the acquired information 
to a collection of known faces.  Access control, law 
enforcement, Security and surveillance, and consumer 
electronics are just a few of the possibilities for face 
recognition technology. It has the potential to revolutionize 
various industries and fields, but also raises concerns around 
privacy, in this research face recognition was used for 
trainee drivers’ identification in low light conditions and 
angle mode [2].  

2.1 Methodology 

        The angle mode Face recognition in driver monitoring 
systems refers to a face recognition algorithm's ability to 
reliably identify and recognize a driver's face at various 
angles and orientations. Because the angle and the distance 
between the camera and the driver's face and the visible size 
of the face vary with the driver's height and body size (Fig-
2). This is significant, and the algorithm must be able to 
reliably identify and recognize the driver's face even under 
varying settings. The system may then utilize this 
information to recognize the driver's face even if it is tilted 
or rotated. Pose estimation techniques can also be utilized to 
estimate the driver's head position and orientation and alter 
the recognition algorithm accordingly. Angle-mode facial 
recognition is vital for driver monitoring systems because it 
allows the system to accurately identify and recognize the 
driver and verify that the appropriate safety measures are in 
place. This system is also convenient for dark mode (Fig-3).  

 

Fig -2: Camera installation in a driving school’s vehicle 

 

                 

Fig -3: Face recognition in dark mode 

 

Fig-4: Face recognition in different angles 

3. FACE DIRECTION DETECTION 

        Face movement detection is a component that needs to 
include in driving monitoring systems. It helps in identifying 
the driving candidate’s facial movement when driving. This 
procedure is going on with image processing but there are 
some challenges to overcome in this procedure such as low 
light conditions. Eye tracking, the obstacle of lighting when 
driving, and nighttime detection of the face in which 
direction the face heading. This component will help the 
driving monitoring system by detecting the driving 
candidate’s face in which direction the face heading towards 
to identify that candidate is watching the correct direction 
when driving. This paper with convey the development of a 
more efficient and effective face movement detection for the 
safety of the road. This means that the candidate’s face when 
wants to turn right and left will be detected accordingly. 
Then this component will help to obtain a clear 
understanding of the candidate’s reflexes and reactions 
according to the road signs and conditions. 

3.1 Methodology 

        To start the face movement detection procedure, we 
used image processing using libraries in OpenCV. The box 
created around the face is assigned red, blue, or green colors 
to identify the direction the face is facing. This helps the 
component detect facial movement. We use the 
"haarcascade_frontalface_default" model (frontal face 
detector) and the "haarcascade_profileface" model (right-
directed face detector) for this system. 
"haarcascade_profileface" is a model trained only to 
recognize faces on the right side. But this system aims to 
detect the direction of the face (left, right, or forward). The 
trick used here is to flip the default frames. If an image is 
detected by a frontal face detector, it should be a frontal face. 
If the default image is detected by the right-directed face 
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detector model, there should be a right-directed face, or if it 
detects a flipped image, it should be a right-directed face. 
This is very convenient and supports quick processing for 
real-time applications. 

 

 (a)   (b)       (c) 

Fig-5: (a) Face turn to the left (b) Frontal face (c) Face 
turn to the right 

4. DIFFERENT TYPES OF ROAD BOUNDARY LINES 
IDENTIFICATION AND ROAD VIOLATION 
DETECTION         

             Lane line detection is a crucial component of 
advanced driver assistance systems and self-driving vehicles. 
It involves detecting and tracking lane lines on roads to keep 
the vehicle in the lane and alert the driver when the vehicle 
deviates from its lane. Lane line detection is an active 
research area in computer vision and image processing, but 
there are still challenges to overcome, such as obstructions, 
complex lighting and weather conditions, and varying road 
markings such as solid lines, double lines, and broken lines. 
This component proposes a driver violation detection 
system that aims to identify the violation of drivers when 
they cross the middle line on generic roads. This system 
employs computer vision to identify separately the three 
types of middle road lines: broken white lines, single solid 
white lines, and double solid white lines. The system also 
detects when a vehicle crosses the middle line, violating the 
relevant road line rules. This paper intends to contribute to 
the development of a more efficient and effective lane line 
detection system for better road safety. 

 Broken Solid White Line (Fig-6 (a)): A broken solid 
white Line indicates that you can change lanes if it is 
safe to do so. 
 

 Single Solid White Line (Fig-7 (b)): A single solid white 
Line indicates that you cannot pass another vehicle 
crossing it. The only way you can cross the line is to 
turn right. 
 

 Double Solid White Line (Fig-8 (c)): A double solid white 
Line indicates that you are not permitted to cross it to 
pass another vehicle or perform a left turn. 

The driving rules vary across different countries, 
making it essential to consider country-specific regulations 
when designing an effective driver assistance system. This 

lane line detection component was developed to comply 
with the left-hand driving rule. However, the proposed 
system can be readily adapted to suit right-hand driving 
countries by implementing the appropriate modifications. 
This flexibility is crucial in ensuring that the system can be 
applied globally, catering to the diverse driving rules of 
different countries. 

   

(a)                     (b)                     (c) 

Fig-6: The different types of road lines, (a) Broken Solid 
White Line (b) Single Solid White Line (c) Double Solid 

White Line 

4.1 Methodology 

To initiate the procedure, the initial step involves 
defining a function to extract the region of interest (ROI). In 
this part, we choose the region of interest as a driving lane 
including two boundary lines. First, the height and width of 
the provided image are extracted. It then creates a polygon 
within the picture to represent the ROI. The polygon is 
generated with numpy's array function, which accepts some 
points as input. The points are supplied as tuples of (x,y) 
coordinates. The function builds a new numpy array with the 
same dimensions as the input picture after finding the 
needed region in the input image after determining the 
required region in the input image, it generates a new 
numpy array with the same dimensions as the input image. A 
mask is then created that includes only the area of interest 
and fills the polygon region with white. Finally, a mask is 
applied to mask the included image, producing an image 
containing only pixels within the specified region of interest. 
This resulting image is returned as the output of the 
function. 

The next defined function's goal is to identify and return 
the lines in the provided input image. An Image is scaled 
down by 30%. Determine the resized image's new width and 
height. Because a smaller image requires less calculation and 
memory. Therefore, it supports quick processing, it is 
appropriate for real-time applications. It then converts the 
enlarged image to grayscale and applies a Gaussian blur to 
reduce the image's understanding. The Canny Edge detection 
method is utilized in this function to detect image edges. 
Appropriate lower and upper bound values for the 
hysteresis process utilized in canny edge detection are 
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defined. It then uses the previously mentioned custom 
function to extract the region of interest. The contour 
detection algorithm is then used to discover the contours of 
the region of interest. Following that, it filters out contours 
with fewer than 20 pixels in the area and puts the resultant 
contours in a new tuple. The centroid of each contour in the 
new tuple is then calculated. Sort the centroids into 20 
groups based on their x-coordinates. It then finds the group 
corresponding to the line by determining whether the x-
coordinate of the centroid is within a specified range. Then 
the line count variable is set to the number of centroids in 
the line group and the line position variable is set to the x-
coordinate of the first centroid in the line group. Finally, a 
copy of the resized image is created, and the drawing is 
finished. The copy of the image, the number of lines, and the 
position of the lines are then output. The previous research 
that we improved is “Computer Vision Based Road Lane Line 
Detection” [14]. For 640x480 frames, the algorithm speed is 

around 0.18 s/frame. For 1080x2340 frames, the algorithm 

speed is around 0.04 s/frame. A test result of that research is 
shown in Fig-7 and a test result of our research is shown in 
Fig-8.  

 

Fig-7: Road Lane Line detection in previous research 

 

Fig-8: Road Lane Line detection in our research 

   

(a)                     (b)                      (c) 

Fig-9: Detecting of main three types of road lines (a) 
Broken White Line (b) Single Solid White Line (c) Double 

Solid White Line 

5. VEHICLES’ TURN SIGNAL LIGHTS DETECTION 

Detection of turn light signals is more important for 
ensuring the safety of the drivers and passengers. when 
comes to driver training this component can be significantly 
important, trainee drivers haven't enough experience to 
identify and respond to the turn signals appropriately. Entire 
responsibilities while the training process is transferred to 
the driving instructor, but he has a heavy workload during 
this process. Because of that, his small mistake could be able 
to lead a huge accident. This will assist decrease his 
responsibilities to some extent. There are so many 
challenges to detecting turn light signals in real time. Such as 
low contrast various lighting conditions, vehicle orientation, 
and different types of turn taillight systems [16]. The 
primary objective of the system is to detect the front 
vehicle's turn signals, identify the direction of the signal, and 
aware the driver via the speaker module. This 
implementation is intended to contribute to the 
development of the turn light detection system to ensure 
safety on the roads. 

5.1 Methodology  

System designed for utilizing a camera module placed on 
the dashboard of the vehicle to collect real-time video. The 
system will initially determine color thresholds for turn 
signal detection from the collected video frame. Then, for 
improved color segmentation, the BGR color space is 
converted to the HSV format. To extract the turn signal from 
the video stream, use the previously determined color 
thresholds for the HSV frame. Then use the size, shape, and 
aspect ratio to determine the contours of the turn signal 
lights. It helps to eliminate the false positives. Finally, given 
the location of the detected turn signal in the frame, we 
determine the turn signal’s direction. 
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In this study, using a data set of 150 events, we 
evaluated a machine-learning model to identify turn signals. 
The data set included 23 instances without turn signals, plus 
66 left turn signals and 61 right turn signals. Metrics of 
precision, recall, and F1 score were used to assess model 
performance. Based on the precision, which was determined 
to be 0.756, 75.6% of all events that were predicted to be 
turn signals were, in fact, turn signals. The model recalled 
was 0.91176, which means that the model correctly detected 
91.176% of the actual turn signals in the data set. The F1 
score is 0.8266. 

  

Fig-10: Detected vehicle turn signal 

 

Chart -1: Interested Color Range 

6. HONKING AND TURN SIGNAL USING DETECTION 

        Using turn signals and honking is very important while 
driving. These two tasks are observed and evaluated in the 
driving license practical test. A push button is attached to the 
vehicle horn to receive inputs. To receive turn signal inputs, 
an On-Off-On Double-pole Toggle Switch is installed. These 
inputs are got from an Arduino mini board. 

7. WEB INTERFACE 

        The collected data from the methods mentioned above 
must be presented in a clear and understandable style. This 
is accomplished through the use of a user-friendly web 
interface divided into two sections: the instructor's panel 
and the data panel. The driving instructor is allowed to input 
voice commands using a microphone, while the latter acts as 
a storage space for all pre-defined candidate actions kept in a 

text file in the backend. During a training session, the 
instructor's commands are saved onto the data panel's table, 
and upon termination of the session, the data from the text 
file is also transferred into the data panel's table. 
Furthermore, the most recent session state is presented 
individually on the data panel for convenient reference. If the 
driver has performed the relevant sub-activity within one 
minute after the instructor has given the command for a 
particular task, the relevant 5 points are awarded. Similarly, 
5 marks are given if sub-tasks are done for each task. Finally, 
a grading report is generated for the trainee driver who 
attended the training session. 

 

Fig-11: Driving instructor’s panel. 

 

Fig-12: Data panel 

8. CONCLUSIONS 

        The latest approach to driver observation, assistance, 
and grading system for driving schools is presented in this 
study. Face recognition (person identification); face 
direction detection (left/right) for whether the driver is 
looking in the side mirrors; detection of switch ON/OFF turn 
signals; honking detection; separate identification of 
different types of road boundary lines (the center line of a 
generic road); and detection of vehicle turn signal flashing 
with the side (left/right) are all part of the proposed system. 
To begin, advanced driver monitoring devices have been 
utilized to monitor the driver's poor or unconscious 
behaviors, such as falling asleep. The primary function of this 
system, however, is to monitor driving etiquette and traffic 
rules. This approach is useful for driving instructors. In 
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addition, trainee drivers benefit because there is no process 
set up to give them a grading report at the end of each 
session. Furthermore, even after an applicant's training term 
has ended, this technique may be utilized for self-evaluation. 
Face identification, road lane line detection, and vehicle rear-
side turn signal light detection are the three study outcomes 
of this project.  Potential future work will include 
determining another form of the broken line with solid 
single lines; detecting several turn signals in one frame; and 
detecting the direction of the face with eye gaze detection. 
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