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Abstract— The computer vision has become an 

emerging domain for machine learning ways. In the 

last decade, face recognition are developed for the 

image area to achieve correct and speedy 

performance. Now the face recognition technology 

(FRT) is in much advanced stage because research in 

this area is conducting continuously. The main reason 

of popularity is that it is using in many fields like 

identity authentication, access control and etc. 

Support vector machine (SVM) learning is a recent 

technology that gives a decent broad view 

performance this paper given the most recent 

algorithms developed for face recognition and tries to 

give an idea of the state of the art of face recognition 

technology. And mention some advantages and 

disadvantages of the Support Vector Machines and 

their resolution.  
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1. INTRODUCTION 

Face recognition is a significant research problem in many 
fields and disciplines. Biometric recognition refers to the 
use of unique physiological (fingerprint, face, retina, hand 
geometry, iris etc.) and behavioral (voice, gait, signature 
etc.) characteristics, called biometrics. A reliable 
identification system is a significant component in several 
applications that contribute their services specifically to 
genuine users. Depending on the application situation, a 
biometric system may operate in two modes either in 
verification mode or identification mode. In verification or 
authentication, the user claims an identity and the system 
verifies whether the claim is genuine. In Identification, the 
user’s input is compared with the patterns of all the 
persons enrolled in the database and the identity of the 

person whose pattern has the highest amount of similarity 
with the user’s input is output by the biometric system. So, 
Matching is 1: N in an identification system.    Using 
something we know and hold are two easy 
identification/verification solutions widely used today. 
Using something we know only requires a good memory, 
but sometimes can easily be guessed. An item we hold can 
be stolen and later on can be used or copied. Biometrics is 
the only thing which doesn’t need to be remembered or 
carried out. A face recognition system meets various 
problems in the recognition process. The main objectives 
is to design robust face recognition system that tackle 
following challenges as Great face acknowledgment 
calculations and suitable reprocessing of the pictures can 
adjust for compensate and slight varieties in introduction, 
scale and enlightenment. At long last, advances that oblige 
different people to utilize the same gear to catch their 
organic qualities possibly open the client to the 
transmission of germs and impurities from different 
clients. In any case, face acknowledgment is absolutely 
non-nosy and not convey any such health dangers.      
     

2. LITERATURE REVIEW 
 
Numerous face recognition algorithms are available along 
with their modifications, have been developed during the 
past few decades. Zaho et al. [1] divide face recognition 
algorithm into three main categories: feature-based , 
holistic and hybrid approach [2-4].The holistic based 
methods uses predefined standard face patterns whereas 
feature based methods focus on extracted features such as 
distance between eyes, skin color [5, 6], eye socket depth 
etc. and hybrid which use representations of local face 
parts . 

2.1 Holistic Methods 

In holistic-based approach, identify faces using global 
representations, i.e., descriptions based on the entire 
image rather than on local features of the face. An 
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overview of some of the methods in these categories 
follows [1]. Examples are Eigenfaces [7], fisher faces, 
probabilistic Eigenface etc. These techniques help to lower 
the dimensions of the dataset. Principal Component 
Analysis (PCA), Linear Discriminate Analysis (LDA), and 
Independent Component Analysis (ICA) [8, 9] are the most 
widely used holistic methods. Holistic scheme further 
subdivided into two categories. 

2.1.1Statistical based      

In the least difficult form of the holistic approaches, the 
picture is represented to as a 2D array of intensity 
qualities and recognition is performed by direct 
correlation comparisons between the input face and all the 
other faces in the database. Despite the fact that this 
methodology has been appeared to work [10] under 
constrained circumstances (i.e., equal with illumination, 
scale, posture, and so on.), it is computationally 
exceptionally costly and experiences the typical 
weaknesses of clear relationship based methodologies, for 
example, face orientation, size, variable lighting conditions, 
background clutter, and noise [11]. The real prevention to 
the immediate coordinating routines' acknowledgment 
execution is that they endeavor to perform classification in 
a space of high dimensionality [11]. To counter this 
scourge of dimensionality, a few different plans have been 
suggested that utilize measurable Dimensionality decrease 
systems to get and hold the most significant component 
measurements before performing recognition. 

 A few of these are mentioned below. The PCA technique 

was produced in 1991 [Turk and Pentland, 1991].PCA is 
one of the well-known systems utilized for feature 
extraction and data representation. It reduces the picture's 
dimensionality, as well as holds a varieties' portion in the 
picture information and gives a minimal representation of 
a face picture. The key thought of the PCA strategy is to 
change the face pictures into a small set of characteristics 
feature images, called eigenfaces, which are the principal 
parts of the initial training set of the face images. PCA 
yields projection directions that augment the aggregate 
disseminate over all classes, i.e., overall face pictures. In 
acknowledgment transform, a test picture is anticipated 
into the lower-dimension face space spread over by the 
eigenfaces and afterward Classified either by statistical 
theory or a classifier. The policy was had a go at using a 
database of 2,500 pictures of 16 people under all blends of 
3 head presentations, 3 head sizes or scales, and 3 lighting 
conditions and diverse resolutions. Recognition rates of 

96%, 85%, and 64% were represented lighting, 
presentation and scale variety. In spite of the way that the 
procedure has every one of the reserves of being really 
solid to lighting mixed bags, its execution taints with scale 
changes. 

PCA seems to function admirably when a solitary picture 
of every individual is accessible, however when different 
pictures per individual are available, then Belhumeur et al. 
[12] contend that by picking the projection which 
maximizes total scatter, PCA holds undesirable varieties 
because of lighting and outward appearance. As expressed 
by Moses et al. [13], "the dissimilarities between the 
images of the same face because of illumination and 
lighting direction are quite often bigger than picture 
varieties because of an adjustment in face personality" 
Therefore, they propose utilizing Fisher's Linear 
Discriminant Analysis [14], which augments the 
proportion of the between-class scatter and the inside of 
class scatter and is in this manner purportedly preferred 
for order over PCA. Leading different tests on 330 pictures 
of 5 individuals (66 of every), they report that their 
technique, called Fisherfaces, which utilizes subspace 
projection preceding LDA projection (to keep the inside of 
class scatter matrix from getting to be degenerate), is 
better simultaneously handling of varieties in lighting and 
expression. 

Moghaddam et al. [15] propose an option methodology 
which uses difference pictures, where a distinction picture 
for two face pictures is characterized as the marked signed 
arithmetic difference in the intensity values of the 
corresponding pixels in those pictures. Two classes of 
difference pictures are characterized: intrapersonal, which 
comprises of difference pictures starting from two pictures 
of the same individual, and extrapersonal, which 
comprises of difference pictures got from two pictures of 
diverse individuals. It is expected that both these classes 
begin from discrete Gaussian distributions inside of the 
space of all conceivable difference pictures. 

For a computationally more practical methodology, 
Moghaddam and Pentland [16] likewise propose 
overlooking the extrapersonal class data and ascertaining 
the closeness construct just with respect to the 
intrapersonal class data. In the subsequent maximum 
likelihood (ML) classifier. 

Various minor departure from and augmentations to the 
standard eigenfaces and the Fisherfaces methodologies 
have been recommended following their presentation. 
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Some late advances in PCA-based calculations incorporate 
multi-linear subspace analysis[17], symmetrical PCA [18], 
two-dimensional PCA [19, 20], eigenbands [21], adaptively 
weighted subpattern PCA [22], weighted particular PCA 
[23], Kernel PCA [23,25] and corner to corner PCA [26]. 
Cases of late LDA-based calculations incorporate Direct 
LDA [27, 28], Direct-weighted LDA [29], Nullspace LDA 
[30, 31], Dual-space LDA [32], Pair-wise LDA [33], 
Regularized Discriminant Analysis [34], Generalized 
Singular Value Decomposition [35, 36], Direct Fractional-
Step LDA [37], Boosting LDA [38],Discriminant Local 
Feature Analysis [39], Kernel PCA/LDA [40, 41], Kernel 
Scatter-Difference-based Discriminant Analysis [42], 
2DLDA [43, 44], Fourier-LDA [45], Gabor-LDA [46], Block 
LDA [47], Enhanced FLD [48], Component-based Cascade 
LDA [49], and incremental LDA [50], to give some 
examples. Every one of these systems purportedly get 
preferred recognition results over the baseline methods. 
One rule drawback of the PCA and LDA frameworks is that 
these strategies suitably see only the Euclidean structure 
and disregard to locate the central structure if the face 
pictures lie on a non-straight submanifold in the pictur 
space. Since it has been exhibited that face pictures 
possibly harp on a nonlinear submanifold [51-52]. 

some nonlinear methods have therefore been proposed to 
find the nonlinear structure of the manifold, e.g., Isometric 
Feature Mapping (ISOMAP) [53], Locally Linear 
Embedding (LLE) [54, 55], Laplacian Eigenmap [56], 
Locality Preserving Projection (LPP) [57], Embedded 
Manifold [58], Nearest Manifold Approach 
[59],Discriminant Manifold Learning [60] and 
Laplacianfaces [61]. The eigenvectors found by PCA 
depend just on pairwise connections between the pixels in 
the picture database. Be that as it may, different strategies 
exist that can discover basis vectors that rely on upon 
higher-order relationships among the pixels, and it 
appears to be sensible to expect that using such methods 

would yield far better recognition results. Independent 
component analysis (ICA) [152], a speculation of PCA, is 
one such system that has been utilized for the face 
recognition errand. ICA means to locate a independent, as 
opposed to an uncorrelated, picture decomposition and 
representation. 

Bartlett et al. [63] performed ICA on pictures in the FERET 
database under two distinct architectures: one regarded 
the pictures as arbitrary variables and the pixels as results; 
then again, the second regarded the pixels as the irregular 
variables and the pictures as results. Both ICA 

representations beat PCA representations for perceiving 
appearances crosswise over days and changes in 
expression.A classifier that joined both ICA 
representations gave the best performance. Others have 
additionally tried different things with ICA [64-155] and 
have reported that this strategy, and varieties of it, seem to 
perform better then PCA under most circumstances. 

Foon et al. [66] have coordinated different wavelet 
transforms and non-negative matrix factorizations [67] 
and case to have acquired better verification rates when 
contrasted with the basic eigenfaces approach. In [68], an 
intra-class subspace is developed, and the classification 
depends on the nearest weighted distance between the 
inquiry face and each intra-class subspace. Test results are 
exhibited to show that this strategy performs superior to 
anything some other nearest weighted distance. 

A study and comparison of four subspace representations 
for face acknowledgment, i.e., PCA, ICA, Fisher 
Discriminant Analysis (FDA), and probabilistic eigenfaces 
and their "kernalized" versions (if accessible), is exhibited 
in [69]. An comprehensive review of late advances in 
subspace investigation for face recognition can be found in 
[70]. 

2.1.2. AI Based approaches 

2.1.2.1 Neural networks 

AI methodologies use tools, for example, neural systems 
and machine learning strategies to perceive faces. A few 
cases of strategies having a place with this classification 
are given .In [71], 50 principal components were separated 
and an auto-associative neural system was utilized to 
decrease those parts to five dimensions. A standard multi-
layer perceptron was exploited to classify the subsequent 
representation. In spite of the fact that great results were 
gotten. 

Weng et al. [72] made utilization of a hierarchical neural 
system which was become consequently and not prepared 
on the traditional gradient descent method. They reported 
great results on a database of 10 subjects. Lawrence et al 
[63] reported a 96.2% acknowledgment rate on the ORL 
database (a database of 400 pictures of 40 people) 
utilizing a hybrid neural system arrangement which joins 
local image sampling a self-organizing map [74, 75] neural 
system (which gives dimensionality decrease and 
invariance to little changes in the image sample), and a 
convolutional neural system (which gives halfway 
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invariance to translation, rotation, scale and deformation). 
The eigenfaces system [76, 77] delivered 89.5% 
recognition accuracy on the same information.Supplanting 
the self-organizing map guide by the Karhunen-Loeve 
change and the convolutional network by a multi-layer 
perceptron brought about a recognition rate of 94.7% and 
60% individually. Eleyan and Demirel [78] utilized 
principal components analysis to get feature projection 
vectors from face pictures which were then arranged 
utilizing feedforward neural networks. A few tests on the 
ORL database utilizing different quantities of preparing 
and testing pictures demonstrated that the execution of 
this system was superior to the eigenfaces [76, 77]. 

2.1.2.2 Nearest Neighbor Classifier 

one in which a nearest neighbor classifier was utilized for 
classification. Li and Yin [79] presented a framework in 
which a face picture is initially deteriorated with a wavelet 
transform to three levels. The Fisherfaces technique [80] is 
then connected to each of the three low-frequency sub-
images. At that point, the individual classifiers are melded 
utilizing the RBF neural system. The subsequent 
framework was tried on pictures of 40 subjects from the 
FERET database and was appeared to outflank the 
individual classifiers and the direct Fisherfaces 
technique.Melin et al. [81] partitioned the face into three 
regions (the eyes, the mouth, and the nose) and allowed 
every region to a module of the neural system. A fuzzy 
Sugeno integral was then used to combine the outputs of 
the three modules to settle on the last face recognition 
decision. They tried it on a little database of 20 individuals 
and reported that the modular network yielded preferable 
results over a monolithic one. As of late, Zhang et al. [82] 
proposed a methodology in which a similarity function is 
found out describing the level of confidence that two 
pictures have a place with the same individual, like [83]. 
The facial features are chosen by acquiring Local Binary 
Pattern (LBP) [84] histograms of the face's subregions 
picture and the Chi-square distances between the 
corresponding LBP histograms are picked as the 
discriminative features. 

2.1.2.3 AdaBoost algorithm 

The AdaBoost learning algorithm, presented by Freund 
and Schapire [85], is then connected to choose the most 
effective LBP features and additionally to get the similarity 
function as a linear combination of LBP feature-based 
weak learners. Experimental results on the FERET frontal 
picture sets have demonstrated that this strategy yields a 

recognition   rate of 97.9 % by using fewer features than a 
past comparative methodology proposed by Ahonen et al. 
[86]. 

A few scientists have additionally utilized the one-against-
one methodology [87] for decomposing the multi-class 
face recognition problem into various binary classification 
problems. In this technique, one classifier is prepared for 
every pair of classes, overlooking all the staying ones. The 
yields of all the double classifiers are then combined to 
develop the global result. For binary classifiers with 
probabilistic outputs, pair-wise coupling (PWC) [88] can 
be utilized to couple these outputs into the set of posterior 
probabilities. 

At that point, the test example is relegated to the class with 
the maximum posterior probability. One principle burden 
of PWC is that when a test example does not have a place 
with both of the classes identified with a binary classifier, 
then the yield of that classifier is trivial and can harm the 
global result. In [89], another algorithm called PWC-CC 
(where CC remains for correcting classifier) is introduced 
to tackle this issue, PWC-CC performs superior to anything 
PWC. 

2.1.2.4 Hidden Markov models 

Stochastic modeling of nonstationary vector time series 
based on (HMM) has been exceptionally effective for 
speech applications. In [80] connected this system to 
human face recognition. Faces were naturally isolated into 
areas, for example, the eyes, nose, mouth, and so on. Which 
can be connected with the conditions of a hidden Markov 
model. Since HMMs require an one-dimensional 
perception succession and pictures are two-dimensional, 
the pictures ought to be changed over into either 1D 
temporal sequences or 1D spatial sequences. 

Samaria and Harter [90] utilized an one-dimensional HMM 
get recognition rate is 87% utilizing ORL database 
comprising of 400 pictures of 40 people. They later 
redesigned the one-dimensional HMM to a pseudo two-
dimensional HMM [91] and accomplished a best 
recognition performance of 95% on the same database 
utilizing a large portion of the pictures for preparing and 
the other half to test. 

Nefian and Hayes III [92] reported a best recognition rate 
of 98% on the same training and testing sets utilizing 
implanted HMM [180] face models, and they additionally 
guaranteed that their  system  was much quicker than that 
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of Samaria [91] and invariant to the face's size pictures. 
Some other AI methodologies used for the face recognition 
undertaking incorporate evolutionary interest [93, 94] and 
systems [95, 96] taking into account boosting [85, 97]. 
These plans have supposedly yielded promising results for 
different troublesome face recognition situations. 

2.1.2.5 Support Vector Machine 

In [98], a novel PWC-CC (NPWC-CC) system is proposed 
for the face recognition issue and the consequences of tests 
on the ORL database are introduced to bolster the case 
that it outflanks PWC-CC. In [99], the optimal PWC (O-
PWC) methodology is acquainted and is appeared with 
have better recognition rates that the PWC strategy. 
Feature extraction is finished by utilizing principal 
components analysis as a part of [188] and by wavelet 
transform in [99]. 

In both [98] and [99], Support Vector Machines (SVMs) 
were utilized as binary classifiers and the SVM yields were 
mapped to probabilities by utilizing the technique 
recommended by Platt [100]. It ought to be noticed that 
Support Vector Machine (SVM) is thought to be a standout 
amongst the best calculations for pattern classification 
problems [101]. SVM has been utilized for face recognition 
by a few different analysts and has been appeared to yield 
great results [101, 102-106]. 

As we talked about above Support Vector Machine (SVM) 
is another classification strategy and has drawn much 
consideration on this point as of late [107–111]. The 
theory of SVM depends on structural risk minimization 
(SRM) [109]. In numerous applications, SVM has been 
appeared to give higher performance than conventional 
learning machines [107] and has been presented as 
capable apparatuses for taking care of classification issues. 
This technique was initially presented by Vapnik in 1992 
and still increases numerous consideration up to this point 
because of its well speculation (B. Boser, 1992) (Vapnik, 
1995) (Mulier, 1998) (Vapnik V. N., 1998) (Wu, 1999) 
(Byun H., 2003).SVM based detail literature review is given 
below. 
 

2.2 Feature based and hybrid based 

Zaho et al. [3] further divide feature based and hybrid 
based into three categories given below .hybrid based 
methods use both the local and holistic features to 
recognize a face. These methods have the potential to offer 

better performance than individual holistic methods, since 
more comprehensive information could be utilized. 

Note: From feature extraction point of view holistic and 
feature template based are equivalent, they used templates 
to represent detect face or face parts.  

a. Generic based methods: Generic based methods on 
generic feature such as edge, lines, curve etc. 

b. Feature template based: Feature template based 
method that are used to detect specific facial such as eyes, 
nostrils, etc. 
c. Structural matching methods: Structural matching 
methods that takes into consideration geometry 
constraints on the feature. 
 

Feature-based methodologies first process the input  
picture to recognize and extract (and measure) distinctive 
facial features, for example, the eyes, mouth, nose, and so 
on., and also other fiducial imprints, and after that figure 
the geometric relationships  among those facial points, 
consequently reducing  the input facial picture to a vector 
of geometric features. Statistical pattern recognition 
methods are then utilized to match Faces using these 
measurements. Early work completed on automated face 
recognition was basically in view of these strategies. One 
of the most punctual such endeavors was by Kanade [112], 
who utilized simple image processing strategies to extract 
a vector of 16 facial parameters - which were ratios of 
distances, areas and angles (to make up for the varying 
size of the photos) - and utilized a simple Euclidean 
distance measure for matching to accomplish a top 
performance of 75% on a database of 20 distinct 
individuals utilizing 2 pictures for each individual (one for 
reference and one for testing). 

Brunelli and Poggio [113], expanding upon Kanade's 
methodology, computed a vector of 35 geometric features  
from a database of 47 individuals (4 pictures for each 
individual) and reported a 90% recognition rate. Be that as 
it may, they additionally reported 100% recognition rate 
for the same database utilizing a simple template-matching 
methodology. 

More sophisticated feature extraction systems include 
deformable templates ([114], [115], [116]), Hough 
transform methods [117], Reisfeld's symmetry operator 
[118] and Graf's filtering and morphological operations 
[119]. Be that as it may, these strategies depend intensely 
on heuristics, for example, restricting the hunt subspace 
with geometrical constraints [120]. 
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Besides, a sure resistance must be given to the models 
since they can never impeccably fit the structures in the 
picture. On the other hand, the utilization of a vast 
resistance quality has a tendency to crush the exactness 
required to perceive people on the model's premise last 
best-fit parameters and makes these procedures obtuse to 
the minute variations required for recognition [121]. All 
the more recently, Cox et al. [122] reported a recognition 
performance of 95% on a database of 685 pictures (a 
single picture for every person) utilizing a 30-dimensional 
element vector got from 35 facial elements. 

Then again, the facial elements were manually extracted, 
so it is sensible to accept that the recognition performance 
would have been much lower if an automated, and 
henceforth less exact,  feature extraction strategy had been 
received. When all is said in done, current algorithms for 
automatic feature extraction don't give a high level of 
accuracy and require extensive computational limit [123]. 
Another understood feature-based methodology is the 
elastic bunch graph matching strategy proposed by 
Wiskott et al. [124]. This system depends on Dynamic Link 
Structures [125]. 

A graph for an individual face is created as takes after: an 
arrangement of fiducial points on the face are picked. Each 
fiducial point is a node of a full connected graph, and is 
named with the Gabor filters' reactions applied to a 
window around the fiducial point. Every curve is named 
with the separation between the correspondent fiducial 
points.  

A representative set of such graphs is combined into a 
stack-like structure. Once the system has a face bunch 
graph, graphs for new face pictures can then be created 
consequently by Elastic Bunch Graph Matching. 
Recognition of another face picture is performed by 
contrasting its image graph with those of all the known 
face pictures and picking the one with the most similarity 
value. Utilizing this architecture, the recognition rate can 
reach 98% for the first rank and 99% for the initial 10 
ranks utilizing an exhibition of 250 people. The system has 
been improved to permit it to manage different poses 
[126] however the Recognition performance on 
countenances of the same orientation continues as before. 
In spite of the fact that this strategy was among the best-
performing ones in the latest FERET assessment [127, 
128], it experience the ill effects of the genuine downside 
of requiring the graph placement  for the initial 70 
appearances to be done physically before the elastic graph 
matching  turns out to be adequately dependable  [129]. 

Campadelli and Lanzarotti [130] have as of recently  tried 
different things with this system, where they have 
disposed of the need to do the graph placement manually 
by utilizing parametric models, in light of the deformable 
templates proposed in [114], to consequently find fiducial 
focuses. They claim to have gotten the same performances 
as the elastic bunch graph utilized in [124]. Other late 
varieties of this methodology Frameworks for face 
recognition [126]. 

Replace the Gabor features by a graph matching technique 
[131] and HOGs (Histograms of Oriented Gradients [132]. 
Extensive exertion has additionally been committed to 
recognizing faces from their profiles [133-137] since, for 
this situation, highlight extraction turns into a to some 
degree less complex one-dimensional issue [122, 136]. 
Kaufman and Breeding [135] reported a recognition rate 
of 90% utilizing face profiles; be that as it may, they 
utilized a database of just 10 people. Harmon et al. [133] 
acquired acknowledgment exactness of 96% on a database 
of 112 people, utilizing a 17-dimensional feature vector to 
describe face profiles and using a Euclidean distance 
measure for matching. 

All the more as of late, Liposcak and Loncaric [136] 
reported a 90% accuracy rate on a database of 30 people, 
utilizing subspace filtering to determine a 21-dimensional 
feature vector to depict the face profiles and utilizing a 
Euclidean distance measure to match them. 

Geometrical feature matching systems depend on the 
computation of a set of geometrical features from the 
photo of a face. The way that face recognition is 
conceivable even at coarse resolution as low as 8x6 pixels 
[45] when the single facial features are barely uncovered 
in point of interest, infers that the general geometrical 
configuration of the face elements is adequate for 
recognition. The general configuration can be depicted by 
a vector representing to the position and size of the main 
facial features, for example, eyes and eyebrows, nose, 
mouth, and the state of face diagram. 

One of the using so as to spearhead deals with automated 
face recognition geometrical features was finished by 
[138] in 1973. Their framework accomplished a top 
performance of 75% acknowledgment rate on a database 
of 20 individuals utilizing two pictures for each individual, 
one as the model and alternate as the test picture.  

References [139,140] demonstrated that a face recognition 
program gave components removed physically could 
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perform recognition evidently with agreeable results. 
Reference [141] consequently extracted an set of 
geometrical features from the photo of a face, for example, 
nose width and length, mouth position, and jaw shape. 
There were 35 features extracted from a 35-dimensional 
vector. 

 The recognition was then performed with a Bayes 
classifier. They reported a recognition rate of 90% on a 
database of 47 people. Reference [142] presented a 
mixture-distance technique method which accomplished 
95% recognition rate on a query database of 685 people. 
Every face was spoken to by 30 manually extracted 
distances. Reference [143] utilized Gabor wavelet 
decomposition to identify feature points for every face 
picture which extraordinarily diminished the stockpiling 
necessity for the database. Commonly, 35-45 feature 
points per face were created. The matching process used 
the data exhibited in a topological graphic representation 
of the feature points. In the wake of making up for diverse 
centroid location, two expense values, the topological cost, 
and similarity cost, were assessed. The recognition 
accuracy as far as the best match to the right person was 
86% and 94% of the correct person's faces was in the main 
three competitor matches. In the rundown, geometrical 
feature matching in view of precisely measured distances 
between components may be most valuable for 
discovering conceivable matches in an expansive database, 
for example, a Mug shot collection. On the other hand, it 
will be reliant on the feature location algorithms. Current 
automated face feature location algorithms don't give a 
high level of exactness and require impressive 
computational time. 

3. CONCLUSION 

This paper has attempted to review a numerous papers to 
cover different technologies in face recognition. The 
current study tells about superior face recognition system. 
Face recognition is that it can be used in the different fields 
like identity authentication, access control and etc. 
Hereafter in this paper we have tried to survey on human 
face recognition using support vector machine (SVM). SVM 
is the more effective technique likened to others and SVMs 
can be successfully trained for face recognition and it is 
better learning algorithm than the nearest center approach 
for face recognition. The conclusion is that SVM can be 
extended in many ways as so, or it can be combined with 
other classifiers in different ways to achieve better results, 
but in many situation SVM not achieve better result as 

SVMs is less sensitive to outliers and noisy samples, an 
extended technique called Fuzzy SVMs (FSVMs) will be 
helpful in this scenario. Because a FSVM method assigns 
different fuzzy membership values for different sample 
points to reproduce different status in their own classes, 
while less significant data (such as outliers and noise) are 
allotted lower membership values. 
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