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Abstract - Face recognition method is very interesting 

topic and popular method in the area of security. Face 

recognition is a system to identify the image from the 

database. In this paper we present face recognition 

using hybrid radial basis function for low dimensional 

feature extract ion system that takes an image as the 

input query and retrieves images based on image 

content. Face recognition system is recognizing based 

on dimensionality reduction derived image features. In 

this paper we proposed hybrid radial basis function 

which contains PCA, KPCA and neural network method 

based on radial basis function. This proposed method 

gives high retrieval efficiency and low recognition time 

as compared to existing techniques using ORL and YALE 

database. 
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1. INTRODUCTION 
 
Face recognition  is a computer application for identifying 
and verifying a person from the face database. The face 
recognition system is generally used in security purpose 
and can be compared to other techniques such as 
fingerprint, iris and signature. More face recognition 
methods are identify face extract feature, or from an image 
of the database. These methods may analyze the relative 
size, shape, position of the database images. These 
extracted features are used to search for other relevant 
images. So far face recognition methods developed can be 
classified as holistic method or local feature method. First 
method is appearance based technique, which analyze the 
distribution of individual faces in face space for holistic 
features. It can be done by using global and local features. 
Concentration on dynamic link matching or graph 
matching is considered in local feature method. In global 
feature method or holistic method concentration on 
eigenfaces or similar appearance such as Principal 
Component Analysis (PCA) is considered.PCA approach is 
mainly concentrated on dimensionality reduction. This 
scheme is based on linearly projecting the image space to 
a lower dimensionality space that is also known as Eigen 
space. Second method is feature  

based technique , which is concentrated on dimensionality 
of input image as well as images in face database. In face 
recognition system dimensionality 
reduction is an essential technique. Block diagram of face 
recognition system  
                                  Basics concepts of principal component 
analysis (PCA), Kernel Principal Component Analysis 
(KPCA), and Radial Basis Function (RBF) are discussed in 
section II.  Proposed method is discussed in section III. 
Experimental results are presented in section IV. 
Concluding remarks are discussed in section V. 
 

2. PCA, KPCA, and RBF 
 
2.1 Principal component analysis (PCA) 
 
Principal Components Analysis (PCA) is a statistical 
technique for data reduction which is taught to students 
mostly with a pure mathematical approach. This paper 
describes how teachers can introduce students to the 
concepts of principal components analysis by means of 
letter recognition. The described approach is one of an 
active learning environment (with hands-on exercises can 
be implemented in the classroom), a platform to engage 
students in the learning process and may increase 
student/student and student/instructor interaction. The 
activities require use of some basic matrix algebra and 
Eigen-value/eigenvector theory. As such they build on 
knowledge students have acquired in matrix algebra 
classes. Former attempts to develop a more creative 
instruction approach for PCA can be found with 
Dassonville and Hahn (Dassonville, 2000). They developed 
a CD-ROM geared to the teaching of PCA for business 
school students. The test of this pedagogical tool showed 
that this new approach, based on dynamic graphical 
representations, eased the introduction to the field, yet did 
not foster more effective appropriation of those concepts. 
Besides, when the program was used in self tuition mode, 
the students felt disconnected from the class environ-
ment, as Dassonville and Hahn claim themselves. Provides 
real world data with their analysis stories about various 
topics, PCA included. Since only applications are 
presented, without any background information about the 
method itself, students unfamiliar to PCA, will not reach a 
deeper understanding about PCA and will keep stabbing at 
a recipe approach 
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2.2 Kernel Principal Component Analysis (KPCA) 
 
In recent years there has been an explosion of work on 
kernel methods. For supervised learning these include 
support vector machines [8], Gaussian process prediction 
(see, e.g. [10]) and spline methods [9]. The basic idea of 
these methods is to use the "kernel trick". A point x in the 
original space is re-represented as a point ¢(x) in a Np-
dimensional feature space3 F, where ¢(x) = (¢1(X),¢2(X), ... 
,¢NF(X)). We can think of each function ¢j(-) as a non-
linear mapping. The key to the kernel trick is to realize 
that for many algorithms, the only quantities required are 
of the form4 ¢(Xi).¢(Xj) and thus if these can be easily 
computed by a non-linear function k(Xi,Xj) = ¢(Xi).¢(Xj) we 
can save much time and effort. Sch6lkopf, Smola and 
Miiller [7] used this trick to define kernel peA. One could 
compute the covariance matrix in the feature space and 
then calculate its eigenvectors/ eigen values. However, 
using the relationship between B and the sample 
covariance matrix S described above, we can instead 
consider the n x n matrix K with entries Kij = k(Xi,Xj) for i,j 
= 1, .. . ,no If Np > n using K will be more efficient than 
working with the covariance matrix in feature space and 
anyway the latter would be singular. The data should be 
centered in the feature space so that L~=l ¢(Xi) = o. This is 
achieved by carrying out the eigen decomposition of K = H 
K H which gives the coordinates of the approximating 
points as described in section 2.2. Thus we see that the 
visualization of data by projecting it onto the first k 
eigenvectors is exactly classical scaling in feature space. 
 
2.3 Radial Basis Function (RBF) 
 

Radial functions are widely used in feature extraction. 

There are three layers such as input layer, hidden layer and 

output layer, firstly input layer uses source nodes that connect 

to the network to its environment. Secondly Hidden units 

provide a set of basis function and High dimensionality and 

finally output layer uses linear combination of hidden 

functions. Radial basis function are used requires different 

designs are mainly concentrated on first one is selection of the 

radial basis function width parameter and second one is 

number of radial basis neurons. Selections of width of the 

different parameters are classified below as not required MLP, 

smaller width altering in unstrained test data and finally larger 

width based on network on smaller size and faster execution. 
The locations of the centers may be chosen randomly from the 

training data set. Main problem require a large training set 

for a satisfactory level of performance. Self-organized 

learning of centers by means of clustering. All free 

parameters of the network are changed by supervised learning 

process 

 

 

 

 3. PROPOSED ALGORITHM 
 
Proposed method is presented below:  
 

1. There are N face images belonging to M persons in 
the training set; N = N1+N2+N3+…NM. Images 
size is represented as no. of rows and columns 
(A1×A2). By using sub-pattern method Each face 
image is first partitioned into S equally sized, 
these sub-pattern images are transformed into 
corresponding column vectors with dimensions of 
d = (A1×A2)/S using non-overlapping method. 

2.  In the first step calculate mean value of sub-
pattern images. Each of them can be expressed in 
the form of a d by-N Column data matrix.  

3. Similarly same procedure for independent 
component analysis and linear discriminate 
analysis.  

4. Each of them can be expressed in the form of d-by-
L Eigenvector matrix. 

5. Afterwards, S extracted local sub feature weights 
of an individual vertically are synthesized into a 
global feature. 

6. At final stage necessary to identify a new test 
image, this image also partitioned into S sub-
pattern images. Each of them is represented as C 
test i and it’s vertically centered. 

7. Finally, the identification of the test image is done 
by using nearest neighbor classifier with cosine 
measure, in which the cosine of the angle between 
the test image and each training image in the 
database. 

 

4. EXPERIMENTAL RESULTS 
 
Recognition performance in terms of average recognition 
rate and recognition time of the proposed face recognition 
system is tested by conducting an experiment on hybrid 
approach face database. A face database [6] test set was 
constructed by selecting 100 images of 10 individuals, ten 
images per person. These images of a person used for 
training and testing. the experimental results are 
tabulated in Table 1. Since the recognition accuracy of the 
sub-pattern image, several sizes of sub-pattern images 
were used in our experiments as shown below: 
56×46(S=4), 28×23(S=16), 14×23(S=32), 7×23(S=64), and 
4×23(S=112). Result has been presented in hybrid 
approach with S<64. 
 
Feature selection 
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Figure2: Sample image 
A sample image from face database and by using sub-
pattern technique it can be divided by equal parts. Feature 
of the query image size is (64×1) by using sub-pattern 
method. Some of the recognized results when all the 10 
images (N=10) in one subject of the image database are 
recognized are shown in figure 3. From the query image 
feature is taken based on sub-pattern method .After that in 
this paper we take only 64 feature of this query image. 
That may be depends up on the sub-parts of this 
image(S=16). For each sub-pattern we consider four 
positive eigenvectors that is largest eigenvector of the 
subpart. It is represented as only local feature of the query 
image. After that combination of all sub-parts local feature 
it can be represented as global feature of the query image. 
Comparative performance of all training global feature 
with this query image finally. The image recognition 
method take feature extraction technique as minimum as 
possible recognized results images with top left image as 
query image. Sub pattern method and principal 
component analysis [8] can significantly improve the 
recognition accuracy of sub pattern vertically centered 
method. Since the vertical centering process centers the 
data by removing the mean of each image, it can be used to 
eliminate the effect of the values. In other words, the 
property of vertical centering process [9] can be helpful in 
eliminating the shifted values of original-pixels. Further, 
the sub-pattern technique can be utilized to encourage the 
efficiency of the vertical centering process. Therefore, sub-
pattern technique is actually useful to vertical centering 
process of sub-pattern technique. The vertical centering 
may benefits for the recognition in varying illumination. 
Now, we have confirmed this possible forecast and 
strongly increased the efficiency of the vertical centering 
process by sub-pattern technique in this paper. From the 
total experimental results, it can also be seen that for 
expression variant test, sub-pattern technique and Eigen 
vector can slightly improve weighted angle based  

approach classifier, the similarity between a test image 
and training image is defined as In the weighted angle 
based approach method cosine measurement. 
 

 
Figure 3. Recognized images. 
 
B. Average recognized rate 
 
The average recognized rate for the query is measured by 
counting the number of images from the same category 
which are found in the top ‘N’ matches. 
Table 1.  Recognized rate on face database. 
           (1, 3, 5,7,10 are Top ‘N’ recognized images) 
 

 

              Number of top matches 
Methods 1 3 5 7 10 

 
Mean  
 

 
100 
 

77.5 71 65 58 

 
Variance  

 
100 
 

58.5 50.5 44.2 36.25 

 
PCA 

 
100 
 

60 54.5 48.2 42.25 

 
KPCA 
 

 
100 

 
91 

 
84 

72 
 
65 

Combined 
technique  
(Proposed 
method 
PCA+KPCA+RBF) 

10
0 

98 95 87.4 78.5 
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Figure 4. Comparative recognition rates. 
 
C. Recognized Time 
Face recognition system with weighted angle based 
approach technique for largest four eigenvector 
recognized time is 50.42 seconds (training time is 50 
seconds and recognitized time is 0.42 seconds), hybrid 
approach technique for all positive eigenvector recognized 
time is 51.20 seconds, Existing method in PCA recognized 
time is 1.65 seconds, KPCA time is 2.90 seconds and LPP 
method recognized time is 2.72 seconds. 
 
 

3. CONCLUSIONS 
 
Face recognition using hybrid radial basis function for low 
dimensional feature extraction. Global feature vector is 
generated and used for face recognition. Horizontal and 
vertical variations are considered in feature vector. Facial 
expression recognition based on dimensionality reduction 
techniques gives better performance in terms of average 
recognized rate and retrieval time compared to existing 
methods. 
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