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Abstract - Data Mining is nothing but 'knowledge mining 
from data'. High Utility Itemsets can be mined from 
Transactional databases. It refers to discovery of itemsets with 
high utility like profits. Many algorithms have been proposed 
in recent years in this area of research. However, they incur 
producing a large number of candidate itemsets for high 
utility itemsets. Such a large number of itemsets degrades the 
mining performance in terms of space requirement and 
execution time. This problem increases with the size of 
database which contains lots of high utility itemsets or long 
transactions. In this paper, we propose an algorithm which 
has set of effective strategies for pruning candidate itemsets as 
periodicity for mining high utility itemsets. A tree-based 
structure called Continual Utility Pattern (CUP) tree is used to 
maintain the information of high utility itemsets. This allows 
to efficiently generate candidate itemsets with only two scans 
of database. Experimental results shows that the proposed 
algorithm not only reduces the number of candidates 
effectively but also outperform other existing algorithms 
substantially in terms of databases contain lots of very long 
running transactions. 
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1.INTRODUCTION 
 
Data mining is the process of revealing previously unknown, 
nontrivial and potentially useful information from large 
databases. Discovering useful patterns hidden in a database 
plays an essential role in several data mining tasks, such as 
high utility pattern mining, frequent pattern mining and 
weighted frequent pattern mining. Out of this, frequent 
pattern mining is very fundamental research topic that has 
been applied to different kinds of databases, such as 
transactional databases [1], streaming databases [2], and 
time series databases [3], and various other application 
domains such as Web click-stream analysis [4], mobile 
environments [5], and most importantly bioinformatics 
[6],[7]. 

Although, mining high utility itemsets from databases is not 
an easy task since downward closure property[1] in frequent 
itemset mining does not hold. As superset of a low-utility 

itemset may be a high utility itemset, pruning search space 
for high utility itemset becomes the difficult task. A naive 
solution to solve this type of problem is using the principle of 
exhaustion to enumerate all itemsets from databases. 
However, this method suffers problem of large search space 
specially when databases contain large number of long 
transactions or a low minimum utility threshold is set. 

1.1 Literature Review 
 

Existing Studies [8] [9] applied overestimated methods to 
facilitate the performance of utility mining. These studies 
search for potential high utility itemsets (PHUIs) first 
subsequently followed by additional database scans to 
identify their utilities. Different existing algorithms often 
generate very large number of PHUIs and hence resulting to 
overall degraded performance. Algorithms time complexity 
varies with the number of PHUIs, leading to a challenging 
problem when low thresholds are set or databases contains 
many long running transactions. This situation becomes 
worse when very  low threshold are set or many long running 
long running transactions are present in the database. 
Algorithm time complexity depends on the number of PHUIs 
generated by the algorithm, more the number of PHUIs 
results in degraded performance. 

R. Agrawal [10] introduced the concept of frequent 
itemset mining. It is an itemset whose support is greater than 
some user specified minimum support threshold. 

Extensive studies have been proposed in past years for 
mining frequent patterns [1],[2],[11],[12]. The most famous 
frequent pattern mining algorithms are association rule 
mining [1] [11] [12] and sequential pattern mining [13]. A 
colonist for efficiently mining association rules from large 
databases is Apriori [14]. FP-Growth [14] is also proposed 
later as pattern growth-based association mining algorithm. 
It is broadly recognized that FP-Growth achieves better 
performance than its competitor like Apriori-based 
algorithm. This was possible as FP-Growth identifies frequent 
itemsets without generating any candidate itemsets and 
database scan is done just twice. 

Cai et al. proposed the concept of weighted association 
rules [15] with weighted items. Performance of this algorithm 
could not be improved further as the framework of weighted 
association rules does not have downward closure property. 

Later, weighted downward closure property [16]  have 
been proposed. It uses transaction weight, weighted support 
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to maintain the downward closure property during the 
mining process. This was proposed by Tao et al. In spite of the 
fact that, weighted association rule mining considers the 
importance of items, applications like transaction databases - 
items' quantities in transactions were not taken into 
consideration. Thus, issue of high utility mining [8] [9] is 
raised. 

 

Fig -1: System Overview 
 

The solution to this problem is proposed by Liu et al using 
an algorithm which is Two Phase [18] and is mainly 
composed of two mining phases only. In first phase, apriori 
based level wise method was used to enumerate high 
transaction weighted utility itemset (HTWUIs). Then 
Transaction Weighted Utility (TWU) is calculated for each 
candidate item set of length k. In the second phase, high 
utility itemsets are identified by performing one more 
database scan. Although this algorithm reduces search space 
by using transaction weighted downward closure property 
(TWDC), too many candidates to obtain HTWUIs are 
generated and requires multiple database scans. Later 
Isolated Item Discarding Strategy (IIDS) have been proposed 
by Li et al [17].   

 

2. PROPOSED SYSTEM 
 
The framework of the proposed system consists of steps – 
Scan the database to construct a CUP-Tree (Continual - Utility 
Pattern Tree). Recursive PHUIs from global UP-Tree and local 
UP-Tree are generated. Then identification of actual high 
utility itemsets are done from the set of PHUIs. Using effective 
strategies, the set of PHUIs are much smaller. 

2.1 The Propounded Data Structure: CUP-Tree 
 

Performance of existing algorithms is comparatively poor 
as large numbers of PHUIs are getting generated. When low 
threshold values are set and the databases contains very log 
running transactions then the situations becomes more 
critical. 

To ease the mining performance and also to stay from 
scanning original database repeatedly, we use a dense tree 
structure, called CUP-Tree. 

This CUP-Tree has information of database transactions 
and high utility itemsets.  Each Node in CUP-Tree consists of 

its name, count, node's utility i.e. overestimated utilities of 
the node, information of parent node, and a pointer which 
points to the other node having same name as of current 
node. Pointers in the header table will help us to access all 
the nodes having same name efficiently in the CUP-Tree. A 
Header Table also facilitates the traversal of CUP-Tree, as 
entry in the table consists of an item name, an overestimated 
utility and a pointer. The pointer points to the last 
occurrence of the node which has the same item as the entry 
in the CUP-Tree. 

Two strategies that are applied to minimize the 
overestimated utilities of each node during the construction 
of a global CUP-Tree are explained below. 

 

2.1.1 Discarding Global Unpromising Items during 
CUP-Tree Construction 
 

The construction of a global CUP-Tree can be performed 
with the two scans of the original database. In the first scan, 
the Transaction Utility (TU) and TWU of each item are 
calculated. An Item (ip) is called a promising item if TWU(ip) 
> min_util. If not, it is called unpromising item. min_util is the 
user-specified minimum utility threshold. An itemset is 
called high utility itemset if its utility is greater than min_util, 
otherwise it is called low-utility itemset. Without loss of 
generality, an item is also called a promising item if its 
overestimated utility is no less than min_util. Otherwise it is 
called unpromising item. 

In the second scan, transactions (in the form of nodes) are 
inserted into the CUP-Tree. When a node is traversed to 
retrieve, the unpromising items from the transactions should 
be removed and their utilities should also be eliminated. 

 
2.1.2 Discarding Global Node Utilities during CUP-
Tree Construction 

 
The tree-based framework for high utility itemset mining 

applies the divide and conquer technique in the mining 
processes. Hence, the search space is divided into subspaces. 
The items that are successors of nodes of the item im does 
not appears in the {im}-tree. Only the predecessor nodes of im 
appears in {im}-tree. This forms our second strategy for 
decreasing overestimated utilities is to remove the utilities 
of successor nodes from their node utilities in the global 
CUP-Tree. 

By applying this strategy, the utilities of the nodes that are 
closer to the root of a global CUP-Tree are further reduced. 
This is useful when the database contains lots of long 
running transactions. Hence, more the number of utilities 
being discarded from the CUP-Tree for more items in the 
transactions. 

Below table shows the minimum utility table for global 
promising items of the database. It is important to note that, 
minimum item utilities of all the items can be collected 
during the first scan of the original database. Minimum item 
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utilities are utilized to reduce utilities of local unpromising 
items in conditional patterns instead of exact utilities. 
 
Table -1: Minimum Utility Table 
 

Item A B C D E 

Minimum Item Utility 5 2 1 2 3 

 
Utility(item) <= OEU(item) 

Here, OEU is the overestimated utility of itemsets which is 
less than the minimum utility i.e. Utility(item)<min_util. It 
means, Utility(i)<OEU(i) < min_util. Only the supersets of 
promising items are possible to be high utility itemsets. 

 

Fig – 2: CUP-Tree after applying stratagies  

3. PROPOSED MINING METHOD 
 
UP-Growth algorithm achieves better performance than FP-
Growth by using strategies explained in section 2.1 to 
decrease the overestimated utilities of itemsets. However, the 
overestimated utilities can be closer to their actual utilities if 
we eliminate estimated utilities which are close to actual 
utilities of unpromising items and descendant nodes. 

After constructing a global UP-tree, a basic method for 
generating PHUIs is to mine UP-Tree by FP-Growth. Proposed 
novice algorithm for reducing overestimated utilities more 
efficiently and effectively uses some more strategies, and thus 
is better than UP-Growth+ algorithm.  

1. Trace the paths in the original tree to populate 
conditional pattern bases. 

2. Using these conditional pattern bases, construct 
conditional tree. 

3. Mine patterns from the conditional tree. 
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Chart -1: Performance Comparison Chart 
 

4. RESULTS & CONCLUSIONS 
 
Performance of proposed algorithms is compared to other 
state of art algorithms and it is found that the proposed 
algorithm outperform very well almost in all cases. 
 
Table -2: Comparison of Candidate generation with respect 
to execution time of transaction 
 

Apriori FP Growth Upg &Upg+ Novel 

1.2 1.4 1.45 1.46 

1.5 1.8 1.9 2.3 

1.9 2.56 2.61 2.73 

1.98 3.47 3.62 3.65 

2.34 3.89 4.51 5.03 

 
We have recognized subroutine to calculate frequent items 
from transactions; other researchers are requested to 
observe their results. 
 
Proposed Mining algorithm discovers high utility itemsets by 
considering execution time, frequency based weights and 
also profits. 
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