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Abstract: Several aspects of data mining have been 
investigated in several related fields. Although the database 
technologists have been seeking efficient way of storing, 
retrieving and manipulating data, the machine learning 
communities have focused on developing techniques for 
learning and acquiring knowledge from the data. The 
demand for grouping the important data and mine the 
optimistic information from data is increased. Clustering is 
the distribution of data into groups of identical objects 
which has affinity within the cluster and disparity with the 
objects in the other groups. Characterizing data into a less 
number of clusters will definitely lead to a loss in some 
details but data will be interpreted. It represents data 
objects by less numbers of clusters and thus, it models, data 
by using its own clusters. Analysis of clustering is the 
arrangement of a set of patterns into clusters based on 
similarity. Patterns within the same cluster are closely 
related than to the data in the adjacent clusters. In this 
research we evaluated the Hierarchical clusterer with 
Expectation Maximization Clusterer using Shannon entropy 
and compared using GPS Trajectory dataset to get better 
performance and results. 

Key Words: Data Mining, Clustering, Hierarchical 
Clustering, EM Algorithm. 

1. INTRODUCTION 

Data mining involves an integration of techniques 
from multiple disciplines such as data warehouse, 
machine learning, neural networks, information recovery, 
data visualization, pattern recognition, image and signal 
processing and spatial or temporal data study. That is, 
importance is placed on the capable and scalable data 
mining techniques. For an algorithm to designate scalable, 
its running time should be developed almost linear in 
proportion to the volume of the data, given the existing 
system resources such as the main memory and disk 
space. Data mining can be performed with motivating 
knowledge regularities, the sophisticated information can 
be extracted from databases and viewed or browsed from 

dissimilar angles. Clustering is an important analysis tool 
in many fields, such as pattern recognition, image 
classification, biological sciences, marketing, city-planning, 
document retrievals, etc. Hierarchical clustering is one of 
the most widely used clustering methods. At present, 
several existing clustering algorithms focus on 
combination of the advantages of hierarchical and 
partitioning clustering algorithms[2,7]. 

2. LITERATURE REVIEW 

 The main methods of data mining involve with 
classification and prediction, clustering, sequence analysis, 
outlier detection, association rules time series analysis 
and text mining. Among these methods, clustering is 
considered as among the widely and intensively studied 
by many data mining researchers. 

2.1 Steps Involved in Knowledge Discovery: 

Many people treat data mining as a synonym for 
one more widely used term, Knowledge Discovery from 
Data (KDD). On the other hand, data mining can be viewed 
simply as an essential step in the process of knowledge 
discovery[7]. The Knowledge Discovery consists of an 
iterative sequence of the following steps: 
1. Data cleaning: Data cleaning is a technique that is 
applied to remove the noisy data and correct the 
inconsistency in information. Data cleaning involves 
transformation to accurate the incorrect data. Data 
cleaning is performed as data preprocessing step before 
preparing the data for a data warehouse. 
2. Data integration: Data Integration is a data 
preprocessing technique that merges the data from 
multiple heterogeneous data sources into a coherent data 
store. Data integration may absorb unpredictable data 
therefore needs data cleaning. 
3. Data selection: Data Selection is the process where 
data relevant to the analysis task is retrieved from the 
database. Occasionally data transformation and 
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consolidation are performed prior to data selection 
procedure[4,6]. 
4. Data transformation: In this step data is transformed 
or consolidated into forms appropriate for mining by 
performing summary or aggregation operations. 
5. Data mining: In this step intelligent methods are 
applied in order to extract data patterns. 
6. Pattern evaluation:  In this step, the data patterns are 
estimated. 
7. Knowledge presentation: In this step, the knowledge 
is represented. 

2.2 Data Mining Functionalities: 

 Classification is the process of finding a model 
that elaborates the data classes or concepts. The principle 
is the ability to use this model to predict the class of 
objects whose class label is unknown. This derived model 
is based on the analysis of a set of training data[9,11]. The 
resulting model can be represented in the following forms 

 Classification Rules 
 Decision Trees 
 Mathematical Formulae 
 Neural Networks 

1. Classification: It predicts the class of objects whose 
class label is unidentified. Its objective is to discover a 
derived model that describes and distinguishes data 
module or concepts. The resulting model is based on 
the analysis of a set of training data i.e. the data object 
whose class label is identified. 

2. Prediction: It is used to predict missing or 
unavailable numerical data values rather than class 
labels. Regression analysis is commonly used for the 
prediction. Prediction can also be used for the 
identification of distribution trends based on available 
data. 

3. Outlier analysis: Outliers are data elements that 
cannot be grouped in a given class or cluster. The 
outliers can be considered as noise and discarded in 
some applications. The Outliers may be defined as the 
data objects that do not comply with general behavior 
or model of the data available. 

4. Evolution Analysis: Evolution Analysis refer to 
description and model regularities or trend for objects 
whose behavior changes over time. 

3. IMPLEMENTATION 

3.1 Hierarchical Clustering Algorithms 
 Hierarchical clustering is a technique of cluster 
analysis to present clusters in hierarchy manner. Most of 
the distinctive methods are not able to make clusters 
rearrangement or alteration after merging or splitting 
process. As a result, if the merging processes of objects 
have problems, it might create the low quality of clusters. 
One of the solutions is by integrating the cluster with 
various clusters using a few different methods. 

(a) Clustering Using Representatives Algorithm: 

 Clustering Using Representatives (CURE) 
algorithm that utilizes various representative points for 
every cluster. CURE is a type of class-conscious bunch 
algorithmic regulation that requires dataset to be 
partitioned. A combination of sampling and partitioning is 
applied as a policy to deal with huge information. A 
random sample from the dataset is partitioned to be 
component of the clusters. CURE first partitions the 
random sample and then partially clusters the data points 
according to the partition. After remove all outliers, the 
pre clustered data in each partition is then clustered again 
to create the ultimate clusters. The clustering algorithm 
can identify randomly produced clusters. The algorithm is 
strong to the identify the outliers and the algorithm uses 
space that is linear in the key size n and has a worst-case 
time complexity of O(n2 log n). The clusters created by 
CURE are also superior than the other algorithms[12,13]. 
There are two fundamental approaches to generate a 
hierarchical clustering:  
Agglomerative: Begin with the points as entity clusters 
and, at every step, merge the neighboring pair of clusters. 
This requires defining the concept of cluster proximity.  
 Divisive: Begin with one, all-inclusive cluster and, at 
every step, split a cluster until only singleton clusters of 
individual points remain. In this case, we want to come to 
a decision which cluster to split at each step and how to do 
the splitting. 

(b) Agglomerative Hierarchical Clustering 
Algorithm: 

 Various agglomerative hierarchical clustering 
techniques are variations on a particular approach: 
Starting with individual points as clusters, consecutively 
merge two clusters until only one cluster remains. This 
approach is articulated more properly in Algorithm 
Step-1: Compute the proximity graph, if necessary.  
Step-2: repeat  
Step-3: Merge the neighboring two clusters.  
Step-4: Update the proximity matrix to reproduce the 
proximity between the new cluster and the original 
clusters.  
Step-5: until Only one cluster remains 

3.2 Improved Expectation Maximization 
Algorithm 

 Although EM and its variants have been widely 
used for learning mixture models, several researchers 
have approached the problem by identifying innovative 
techniques that give excellent initialization. Other 
standard techniques like deterministic annealing, genetic 
algorithms have been applied to obtain a good set of 
parameters. Though, these techniques have asymptotic 
guarantees, they are extremely time consuming and hence 
cannot be used for most of the practical applications. In 
many clustering methods, clusters are often determined 
by estimating the location and dispersion of different 
sample groups within a given dataset. Under probabilistic 
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mixture, these estimates are calculated based on 
maximum likelihood (ML), and solved by expectation-
maximization (EM) algorithm. In Gaussian model, for 
example, location is the mean and dispersion is the 
covariance matrix. However, if outliers exist in the data, 
they can have two effects, called “masking” and 
“swamping”, which potentially affect the estimates of 
these parameters. 

Each iteration of the EM algorithm consists of two 
processes:  

The E-step, and the M-step. In the probability, or E-step, 
the missing data are anticipated given the practical data 
and current estimate of the model parameters. This is 
achieved using the conditional expectation, explaining the 
options of terminology.  

In the M-step, the likelihood function is maximized under 
the assumption that the missing data are known. The 
estimate of the missing data from the E-step are used in 
lieu of the exact missing data. Convergence is guaranteed 
since the algorithm is guaranteed to boost the likelihood at 
every iteration[14]. 

3.2.1 Derivation for Improvement of the EM 
Algorithm 

 Let X be random vector which results from a 
parameterized family. We wish to find θ such that P(X|θ) is 
a maximum. This is known as the Maximum Likelihood 
(ML) estimate for θ. In order to estimate θ, it is distinct to 
introduce the log likelihood function defined as, 

L(θ) = lnP(X|θ)............................................(1) 

The likelihood function is measured to be a function of the 
parameter θ given the data X. Since ln(x) is a strictly 
increasing function, the value of θ which maximizes P(X|θ) 
also maximizes L(θ). 

The EM algorithm is an iterative procedure for maximizing 
L(θ). Assume that after the nth iteration the current 
estimate for θ is given by θn. While the objective is to 
maximize L(θ), we wish to calculate an efficient estimate θ 
such that, 

L(θ) > L(θn)..............................................(2) 

Equivalently we want to maximize the difference, 

L(θ) − L(θn) = lnP(X|θ) − lnP(X|θn)......(3) 

 So far, we have not considered any unobserved or 
missing variables. In problems where such data exist, the 
EM algorithm provides a natural framework for their 
inclusion. Alternately, hidden variables may be introduced 
purely as an artifice for making the maximum likelihood 
estimation of θ tractable. In this case, it is assumed that 
knowledge of the hidden variables will make the 
maximization of the likelihood function easier. Either way, 
denote the hidden random vector by Z and a given 

realization by z. The total probability P(X|θ) may be 
written in terms of the hidden variables z as, 

P(X|θ) = X z P(X|z, θ)P(z|θ)..................(4) 

We may then rewrite Equation (3) 

L(θ) − L(θn) = lnX z P(X|z, θ)P(z|θ) − lnP(X|θn).......(5) 

Observe that this expression involves the logarithm of a 
sum. In equation (2) using Jensen’s inequality, it was 
shown that, 

.............................................(6) 

for constants λi ≥ 0 with  This result may be 
applied to Equation (5) which involves the logarithm of a 
sum provided that the constants λi can be identified. 
Consider letting the constants be of the form P(z|X, θn). 
Since P(z|X, θn) is a probability measure, we have that 
P(z|X, θn) ≥ 0 and that P (z P(z|X, θn)) = 1 as required. 

In Equation (6) the expectation and maximization steps 
are apparent. The EM algorithm thus consists of iterating 
the:  

1. E-step: Verify the conditional expectation EZ|X,θn {lnP(X, 
z|θ)}  

2. M-step: Maximize this expression with respect to θ 

At this point it is fair to ask what has been gained specified 
that we have only traded the maximization of L(θ) for the 
maximization of l(θ|θn). The answer lies in the fact that 
l(θ|θn) takes into account the unobserved or missing data 
Z. In the case where we wish to guess these variables the 
EM algorithms provides a framework for doing so. Also, as 
alluded to earlier, it may be convenient to introduce such 
hidden variables so that the maximization of L(θ|θn) is 
simplified given knowledge of the hidden variables. 

4. WEKA 

 WEKA is a data mining software developed by the 
University of Waikato in New Zealand that apparatus data 
mining algorithms using the JAVA language. WEKA is a 
milestone in the history of the data mining and machine 
learning research communities, because it is the only 
toolkit that has gained such widespread adoption. The 
algorithms are directly to a database. WEKA implements 
algorithms for data pre-processing, classification, 
regression, clustering and association rules; It also 
includes visualization tools. In this research experiment 
we use WEKA 3.8 and Window 7 to evaluate the 
Hierarchical Algorithm and Improved Expectation 
Maximization Algorithm for generating effective clustering 
approach using respective parameters using GPS 
Trajectory Dataset from the UCI Machine Learning 
Repository. Data Set is taken for this algorithm; the input 
data set is an integral part of data mining application. The 
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data used in our experiment is either real world data 
obtained from UCI machine learning repository or widely 
accepted data set available in WEKA Toolkit. GPS 
Trajectory data set consists of 163 instances and 10 
attributes while some of them contain missing values[15]. 

4.1 Attribute Information of GPS Trajectory 

Dataset: 

go_track_tracks.csv : A list of trajectories  
id_android   : it represents the device used 
to                                      capture the instance;  
speed   : it represents the average speed (Km/H)  
distance  : it represent the total distance (Km)  
rating   : it is an evaluation parameter. Evaluation 
the traffic is a way to verify the volunteers perception 
about the traffic during the travel, in other words,  
if volunteers move to some place and face traffic jam, 
maybe they will evaluate 'bad'. (3- good, 2- normal, 1-
bad).  
rating_bus  : it is other evaluation parameter. (1 - The 
amount of people inside the bus is little, 2 - The bus is not 
crowded, 3- The bus is crowded.  
rating_weather  : it is another evaluation parameter. ( 2- 
sunny, 1- raining).  
car_or_bus - (1 - car, 2-bus)  
linha  : information about the bus that does the 
pathway  

5. RESULTS 

Table-1: Accuracy Performance of Algorithms 
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Fig-2 : Data preprocessing after deployment of GPS 
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Fig-3: Cluster Output using Hierarchical Clusterer 

 

Fig-4: Cluster Output using EM Clusterer 

 
Fig-5: Visualization of Hierarchical Cluster Assignments 

 
Fig-6: Visualization of  EM Cluster Assignments 

6. CONCLUSION 

 Clustering is the process of grouping objects and 
data into groups of clusters to ensure that data objects 
from the same cluster are identical to each other. Data 
mining is a wide area that integrates techniques from 
several fields including machine learning, statistics, 
pattern recognition, artificial intelligence and database 
systems, for the analysis of large volumes of data. There 
have been a large number of data mining algorithms 
embedded in these fields to execute different data analysis 
tasks. In this research we compared the clustering results 
of the Hierarchical algorithm and the our derived and 
Improved Expectation Maximization algorithm. The 
results shows that the Improved EM algorithm takes good 
performance to cluster GPS Trajectory data set and also it 
gives better accuracy. The specific approaches for 
clustering are characterized, we developed the WEKA 
method is based on choosing the file and selecting 
attributes to convert .csv file to flat file and discussed 
features of WEKA performance.  It is expected that, the 
state of the art of Improved EM clustering algorithm will 
help the interested researchers to put forward in 
proposing more robust and scalable algorithms on 
different real world datasets in the near future. 
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