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Abstract - Big Data Technology is categorized in challenges 
related to large systems and profits. It is always associated 
with massive amount of data in engineering and other fields in 
terms of more bandwidth and storage space. This includes the 
value of ‘in-memory’ technologies, performing central 
assessments on compressed data, and increasing performance 
of utilities such as backups. In order to overcome Big Data 
Technology, lossy image compression using VQ in DCT domain 
is implemented where we get better improvement of image 
data than spatial domain. Different performance metrics have 
been implemented for the hybrid (combined lossy+lossless 
(Huffman)) approach of various blocks and codebook size of 
25 and 50. In this research paper, a hybrid approach to use 
vector quantization (VQ) followed by Huffman coding to 
achieve higher PSNR number in both spatial and Discrete 
Cosine Transform (DCT) domain. This research is also focused 
on more improvement in compression ratio using the hybrid 
approach than the original VQ in spatial and DCT domain. 
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1.INTRODUCTION  

In this research paper, lossy image compression 
using Vector Quantization (VQ) is used. VQ is that type 
of quantization in which the blocks of source output 
are quantized. In addition, error-free reconstruction of 
the original image may be impossible in many cases for 
lossy compression.  Consequently, lossy compression 
may produce an acceptable error that does not affect 
much on the original image. This can be seen in fast 
transmission of still images over the Internet where the 
amount of error can be acceptable [1] [2].  

The outline of this research paper is that we first 
discussed the lossy VQ using K-Means in spatial and 
frequency (DCT) domain. Then, our discussion on the 
lossless (Huffman coding) approach in spatial and DCT 
domain.  Furthermore, we have the hybrid approach 
(combined lossy+lossless (Huffman)) in methodology 
section. At the last, we have results and conclusion 
section. 
 
2. Lossy VQ for Spatial and DCT domain 

Spatial domain are considered more popular as 
compared to frequency domain as they are involve 
direct manipulation of pixels in an image and it also 
enhance the whole image in a uniform manner which 
can be responsible for any undesirable results [3]. 
Basically, the idea behind these two domains is to bring 
out detail that is obscured [4]. In order to improve 
results, frequency domain (DCT) was used, but one of 
the problems of the DCT is its blocking effect. In case of 
DCT, images are divided into blocks of 4x4, 8x8 or 
larger. The main issue with these blocks is that when 
the image reduces to high ratios of compression, these 
blocks become more visible. 

2.1 Proposed K-means encoding and decoding 
process. 

 K-Means method is numerical, unsupervised, and 
iterative. In the undergoing research, K-Mean 
algorithm for block and codebook size in encoding and 
decoding process always converge as shown in figure 1 
and figure 2. A better approach to minimize this 
problem is to make multiple runs of the algorithm with 
different K initial seed centroids and choose the best 
one for a given problem. The two main crucial issues in 
this research is that K-means clustering model are 
finding the optimal number of clusters (K) to create, 
and the initial centroid of each cluster. This research 
work poses a serious concern which initiated the 
development of robust strategies for fast convergence 
of K-means using image compression for block and 
codebook size for that image. Figure 1 shows the K-
Means encoding process as:  

 

Figure 1. K-Means encoding process [5] 
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Figure 2 shows the K-Means decoding process as:  

  

 
Figure 2. K-Means decoding process [5] 

 

3. Huffman Coding 

Huffman coding technique is basically based on 
frequency of occurrence of an image compression in 
spatial domain in the undergoing research. It is a 
classical problem in image processing and computer 
vision [6] [7]. The principle behind this technique is to 
use lower number of bits to encode the data that occurs 
more frequently. A Huffman code dictionary, which 
associates each data symbol with a code-word, has the 
property that no code-word is a prefix of any other 
code-word in the dictionary. The basis for this coding is 
a code tree according to Huffman, which assigns short 
code words to symbols frequently used and long code 
words to symbols. It is also considered as a pre-
processing step in many areas like video/image 
processing applications [8] [9], speech recognition, 
texture synthesis etc. 

The research has proposed to implement the 
Histogram for Huffman coding in figure 9 and figure 10. 
Histogram explains the graphical representation of the 
distribution of numerical data based on continuous 
variables (quantitative variables). Eventually, the 
histogram maps luminance, which is defined on how 
the human eye perceives the brightness of different 
colors and therefore every pixel in the color or gray-
scale image computes to a luminance value between 0 
and 255. However, there are major advantages in 
Huffman coding [10] especially when implemented to 
process digital images. 

3.1. Huffman encoding.  

The Huffman encoding starts by constructing a list of 
all the alphabet symbols in descending order of their 
probabilities. It then constructs, from the bottom up, a 
binary tree with a symbol at every leaf. This is done in 
steps, where at each step two symbols with the smallest 
probabilities are selected, added to the top of the partial 
tree, deleted from the list, and replaced with an 
auxiliary symbol representing the two original symbols 

[11]. When the list is reduced to just one auxiliary 
symbol (representing the entire alphabet), the tree is 
complete. The tree is then traversed to determine the 
code words of the symbols.  

3.2. Huffman decoding.  

Huffman algorithm for decoding process is simple 
and reconstructs the original message or some 
approximation from the compressed representation. 
For decoding, the Huffman tree is passed through with 
the encoded data step by step.  It is also possible to 
write the Huffman tree on the output [12], but this may 
require more space than just the frequencies. In any 
case, the decoder must know what is at the start of the 
compressed file, read it, and construct the Huffman tree 
for the alphabet. Only then can it read and decode the 
rest of its input. Start at the root and read the first bit off 
the input (the compressed file). If it is zero, follow the 
bottom edge of the tree; if it is one, follow the top edge. 
Read the next bit and move another edge toward the 
leaves of the tree. When the decoder arrives at a leaf, it 
finds there the original, uncompressed symbol, and that 
code is emitted by the decoder. The process starts again 
at the root with the next bit.  

After the code-words have been created, coding or 
decoding is accomplished in a simple look up table. The 
code-word itself is an instantaneous uniquely 
decodable block code. It is called a block code because 
each source symbol is mapped into a fixed sequence of 
code symbols. Whenever a node, not having a successor 
is reached, the assigned symbol will be written to the 
decoded data. 

3.3. Huffman Coding in spatial and DCT domain 

Huffman coding in DCT domain is one of the 
technique used in this Chapter 3.  Huffman coding in 
DCT deals with block by block basis whereas Huffman 
coding in spatial domain deals with pixel by pixel basis. 
As per our results, Huffman coding in DCT domain 
shows more improvement in image quality and takes 
less time than Huffman coding in spatial domain. 

 

 4. Methodology:  

 There are two methodologies used in spatial and 
DCT domain. 

4.1. Methodology of hybrid coding using lossy VQ 
& lossless Huffman in spatial domain.  

The steps are based on the combined hybrid 
approach (lossy+lossless (Hufman) in spatial domain 
are: 
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Step 1: Read bridge image of 256x256 and convert it 
to gray-scale level.  

Step 2: Initialization of the size of block ‘M’ and size 
of codebook ‘N’ for different scenarios in spatial 
domain. 

Step 3:  Quantizing K-Mean clustering for bridge 
image in spatial domain 

Step 4: Perform Huffman coding after lossy VQ using 
K-Means clustering in spatial domain for bridge image. 

Step5: From the index columns, we compute 
probability of symbols arranged in descending order 
and lower probabilities are merged. This step is 
continued until only two probabilities are left and codes 
are assigned according to rule that the highest probable 
symbol will have a shorter length code.   

Step 6: Huffman encoding is performed i.e. mapping 
of the code-words to the corresponding symbols in the 
codebook table. 

Step 7: Apply Huffman decoding process on final 
encoded values and output Huffman code words. 

Step 8: Original image is reconstructed which is 
compressed and decompression is done by Huffman 
decoding. The final image did not suffer any 
degradation because of lossless Huffman procedure in 
spatial domain. But Compression Ratio changes, as we 
see the table 2 results. 

Step 9: Check the PSNR, SNR, and execution time of one 
the scenarios for lossy VQ reconstructed image in 
spatial domain. 

 

Figure 3. Huffman coding in spatial domain 

 

4.2. Methodology of hybrid coding using lossy VQ 
& lossless Huffman in DCT domain.  

The steps are based on the combined hybrid 
approach (lossy+lossless (Hufman) in DCT domain are: 

Step 1: Read bridge image of 256x256 and convert it 
to gray-scale level.  

Step 2: Initialization of the size of block ‘M’ and size 
of codebook ‘N’ for different scenarios in DCT domain 

Step 3:  Quantizing K-Mean clustering for bridge 
image in DCT domain 

Step 4: Perform Huffman coding after lossy VQ in 
DCT domain for both bridge image. 

Step 5: Apply DCT on each of the blocks  

Step 6: Perform Huffman encoding steps on the 
blocks using VQ in DCT domain as we implemented in 
spatial domain (section  4.1 Steps 5 and Step 6). 

Step 7: Perform the inverse block DCT (IDCT) and 
obtain a reconstructed image 

Step 8: Original image is reconstructed which is 
compressed and decompression is done by Huffman 
decoding. The final image did not suffer any 
degradation because of lossless Huffman procedure in 
DCT domain. But Compression Ratio changes, as we see 
the table 5 results. 

Step 9: Check the PSNR, SNR, and execution time of 
one the scenarios for lossy VQ reconstructed image in 
DCT domain. 

 

Figure 3. Huffman coding in DCT domain 

5. Results:  

5.1. Results of K-means using lossy VQ and 
lossless Huffman in spatial domain.    

Table 1 shows the Bridge images of K-Means using 
lossy VQ in Spatial domain. The detailed information in 
the table represents different block size used as 4x4 
(16), 8x8 (64), 16x16 (256), and 32x32 (1024) with 
codebook size of 25 and 50. By using these block and 
codebook sizes, different performance metrics have 
been calculated to check quality of the Bridge image.” 
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Table 1. 
Bridge image of K-Means VQ in Spatial domain 
 

 

Table 2 shows the bridge images of Huffman coding 
in spatial domain. The detailed information in the table 
represents different block size used as 4x4 (16), 8x8 
(64), 16x16 (256), and 32x32 (1024) with codebook 
size of 25 and 50. By using these block and codebook 
sizes, different performance metrics have been 
calculated to check quality of the bridge image. We also 
analyze the execution time of each block and codebook 
size of bridge image in spatial domain. 

 From table 2, block size of 16 and codebook size of 
50 shows less compression ratio, more entropy, higher 
the average length and Execution time as compared to 
other scenarios. However, less compression ratio of 
1.11 indicates the best quality-acceptable bridge image 
for one of the best scenario of 16x50. 

Table 2 
Bridge Image Huffman Coding in Spatial Domain 
 

 

 Table 3 shows the overall compression ratio using 
the hybrid approach (combined lossy and lossless 
approach) for bridge image in spatial domain. 

 
 
 
 

Table 3. 
Overall Compression Ratio for Bridge Image Huffman 
Coding in Spatial Domain 
 

 

From table 1 and table 3, it can be seen that more 
improvement in VQ design in spatial domain is obtained 
by using combined lossy and lossless approach. The 
combined VQ/Huffman approach can achieve 
performance higher than the original VQ approach in 
spatial domain. In table 3, overall bridge image 
compression ratio of 25.17 is higher than the original 
VQ compression ratio of 22.6795 for block size of 16 
and codebook size of 50 in spatial domain.  

5.2. Results of K-means using lossy VQ and lossless 
Huffman in DCT domain.  

 Table 4 shows the Bridge images of K-Means using 
VQ in DCT domain. The detailed information in the table 
represents different block size used as 4x4 (16), 8x8 
(64), 16x16 (256), and 32x32 (1024) with codebook 
size of 25 and 50. 

Table 4. 
Bridge image of K-Means VQ in DCT domain 
 

 
 

Table 5 shows the bridge images of Huffman 
coding in DCT domain. The detailed information in the 
table represents different block size used as 4x4 (16), 
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8x8 (64), 16x16 (256), and 32x32 (1024) with 
codebook size of 25 and 50. 
 
Table 5. 
Bridge Image Huffman Coding in DCT Domain 
 

 
 

Table 6 shows the overall compression ratio 
using the hybrid approach (combined lossy and 
lossless approach) for bridge image in DCT domain. 
 
Table 6. 
Overall Compression Ratio for Bridge Image Huffman 
Coding in DCT Domain 
 

 
 

From table 4 and table 6, it is evident that more 

improvement in VQ design in DCT domain are obtained 

by using combined lossy and lossless approach. The 

combined VQ/Huffman approach can achieve 

performance higher than the original VQ approach in 

DCT domain. In table 6, overall bridge image 

compression ratio of 23.59 is higher than the original 

VQ compression ratio of 22.6795 for block size of 16 

and codebook size of 50 in DCT domain. The overall 

compression ratio in spatial domain in table 3 higher 

than the overall compression ratio in DCT domain in 

table 6. As by looking the results, table 3 has a higher 

bridge image overall compression ratio of 25.17 in 

spatial domain as compare to table 6 bridge image  

overall compression ratio of 23.59 for block size of 16 

and codebook size of 50 in DCT domain. 

6. Figures for lossy VQ 

  Original bridge images are shown in figure 5 as 

 

Figure 5. Original Bridge image 
 
   6.1. Figures for lossy VQ in spatial domain.  

Figure 6 (a), (b), (c) and (d) represents the 
reconstructed bridge image for block size of 16 and 64 
with codebook size of 25 and 50 in spatial domains. 
 

 
 
Figure 6. Bridge image of block 16 and 64 with 
codebook of 25 and 50 in spatial domain 
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Figure 7 (a), (b), (c), and (d) represents the 
reconstructed bridge image for block size of 256 and 
1024 with codebook size of 25 and 50 in spatial 
domains. 
 

 
 
Figure 7. Bridge image of block 256 and 1024 with 
codebook of 25 and 50 in spatial domain 
 

From these figures 6 (a)-(d) and figures 7 (a)-
(d), figure 6 (b) of 16x50 (block size of 16 and 
codebook size of 50) shows higher SNR, and PSNR to 
get best quality-acceptable image than other figures in 
spatial domain. For figure 7 (c) and 7 (d), 1024x25 and 
1024x50 reconstructed image gives very higher 
Compression Ratio, lower SNR, lower PSNR, higher 
MSE, and less execution time. 
 
   6.2. Figures for lossy VQ in DCT domain 

Figure 8 (a), (b), (c) and (d) represents the 
reconstructed bridge image in DCT domain. Figure 8 
(a) is the reconstructed bridge image for block size of 
16 and codebook size of 50. Figure 8 (b) is the 
reconstructed bridge image for block size of 64 and 
codebook size of 50.  Figure 8 (c) is the reconstructed 
bridge image for block size of 256 and codebook size of 
50. Figure 8 (d) is the reconstructed bridge image for 
block size of 1024 and codebook size of 50. 
 

 
 
Figure 8. Bridge image of various blocks size with 
codebook size of 25 and 50 in DCT domain 
 

From these figures 8 (a)-(d) of 16x50 (block 
size of 16 and codebook size of 50) shows higher SNR, 
and PSNR to get best quality acceptable image than 
other figures in DCT domain. Therefore, figure 33 (c) 
and (d) for block size of 256 and 1024 and codebook 
size of 25 and 50 shows the worst image quality results 
for bridge and boat image in DCT domain.  

Spatial domain quantizes the image pixel by 
pixel where DCT domain quantizes the image block by 
block. In terms of reconstructed boat image, Spatial 
domain using VQ has a PSNR of 29.913 in table 1 
results and DCT domain using VQ has a PSNR of 31.156 
in table 4 for block size of 16 and codebook size of 50 
which is more than 1 decibel difference between them. 
To conclude, DCT domain using VQ has a higher PSNR 
with better boat image quality results than spatial 
domain using VQ for block size of 16 and codebook size 
of 50. 
 
   6.3 Figures for Histogram of reconstructed 
Huffman coding 16x50 

In figure 9 and figure 10, the horizontal axis is 
the gray-level values. It begins at zero and goes to the 
number of gray-scale levels. Each vertical bar 
represents the number of times the corresponding 
gray-scale level occurred in the bridge image.  
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Figure 9. Histogram of original bridge image             

 

Figure 10. Histogram of reconstructed 16x50 bridge 
image 
 

Figure 9 and figure 10 are the Histogram for 
original bridge image and Histogram for reconstructed 
bridge image of block size of 16 and codebook size of 
50. 
 
7. Performance Metrics 

 “There are following performance metrics used 
for VQ techniques. 

 
   7.1 Lossy compression.  

 
(a) Bit rate is defined as:                                                                           

                                                   (1) 
 ‘M’ is the block size and ‘N’ is the codebook size. The 
units for bit rate are bits/pixel. 

(b) Compression ratio is defined as  
     

                   (2) 

For scalar in DCT domain:      

 

                  (3)     
(c) MSE. MSE (Mean Square Error) The reconstructed 
image is (Yi,j) and the original image is (Xi,j). 
m represents the numbers of rows of pixels of the 
image and i represents the index of that row. 
n represents the number of columns of pixels of the 
image and j represents the index of that column.  
 

                (4) 
(d) SNR. SNR (Signal-To-Noise Ratio) is defined as:   
               

                         (5) 

(e)PSNR       
 

                                (6) 
 

   7.2 Lossless compression (Huffman coding).    
   

(a) Compression Ratio. Compression ratio is defined 
as:      

                  (7) 
Compression Ratio is Unit-less. 
(b) Entropy. For entropy and average length 
calculation, ‘n’ is the number of symbols for 
probabilities used for the codebook size of 25 and 50 in 
this research. So, entropy ‘H’ is: 
 

                 (8) 
(c) Average length ‘L’. It is the summation of each 
probability multiplied by number of bits in the 
codeword. The codeword for each symbol (ai) is 
obtained by traversing the binary tree from its root to 
the leaf corresponding to the symbol.”  
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                       (9) 
8. Conclusion 
 

In this research paper, it is investigated that 
results of compression ratio for combined lossy and 
lossless approach in spatial and DCT domain shows 
more improvement than the original VQ in spatial 
(table 1) and DCT (table 4) domain . There is less 
compression ratio in DCT domain than the spatial 
domain for block size of 16 and codebook size of 50. So, 
less compression ratio is the best one in DCT domain in 
this research. Another thing, we also investigated in 
our results that lossy VQ in DCT domain has higher 
PSNR, higher SNR and less execution time than the 
lossy VQ in spatial domain. 
The outcomes of this research are: 
(a)Simple and lower memory implementation 
requirement. 
(b)Developed to solve in file compression, multimedia, 
and database applications maintained by google 
servers. 

Future trend is to analyze and to implement 
image compression in other clustering algorithms and 
other frequency domains. 
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