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Abstract - Extraction of web content from the deep web 

page is the tough task to retrieve the relevant data because 

they are web page programming language dependent. The 

challenges of such web page extraction are increases every day 

due to expanding of huge web database, which makes the 

researchers to concentrate on deep web mining. Whenever 

user submits a query into search engine, it retrieves the list of 

best matching web page with short summary of notes such as 

title, some text from specific site. But retrieved information 

from web database deep web (Hidden Web or Invisible 

Web).In this paper, we have proposed technique with WordNet 

to extract the data records from the deep web pages. This 

technique discovers best matching words eliminates 

unnecessary tags and able to extract variety of data records 

with different structures This paper presents an innovative 

and effective pattern discovery technique which includes the 

processes of pattern deploying and pattern evolving, to 

improve the effectiveness of using and updating discovered 

patterns for finding relevant and interesting information. 
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1. INTRODUCTION  
 
Deep web page started at 1994 known as Hidden Web and 

later it was renamed as Deep Web in 2001. Web Database 

contains huge volume of data that retrieve the information 

according to user’s queries. Most of retrieved information is 

in the form of dynamic page. Due to this nature, generated 

information forms Hidden web page that is usually 

enwrapped in HTML page as data record and it is hard to 

index by search engines. Generally web page contains some 

non-related items such as navigation, decoration, contact 
information, fonts, and interaction. A Deep Web search 

engine's chief advantage is the depth and thoroughness of its 

results. I t will give access to hidden content, covering far 

more ground and retrieving results from a much wider data 

pool. It speeds up the more content searched the more likely 

you are to find what you need. 

 

2.  LITERATURE SURVEY 
 
In the paper Automatic extraction of dynamic record 
sections from deep web by H. Zhao, W. Meng, and C. Yu A 
search engine returned result page may contain search 
results that are organized into multiple dynamically 
generated sections in response to a user query. Furthermore, 
such a result page often also contains information irrelevant 
to the query, such as information related to the hosting site 
of the search engine. In this paper, we present a method to 
automatically generate wrappers for extracting search result 
records from all dynamic sections on result pages returned 
by search engines. This method has the following novel 
features: (1) it aims to explicitly identify all dynamic 
sections, including those that are not seen on sample result 
pages used to generate the wrapper, and (2) it addresses the 
issue of correctly differentiating sections and records. 
Experimental results indicate that this method is very 
promising. Automatic search result record extraction is 
critical for applications that need to interact with search 
engines such as automatic construction and maintenance of 

metasearch engines and deep Web crawling . Also in 2008 

author C. Fellbaum proposed a paper , WordNet: An 
Electronic Lexical Database which is considered to be the 
most important resource available to researchers in 
computational linguistics, text analysis, and many related 
areas. Its design is inspired by current psycholinguistic and 
computational theories of human lexical memory. English 
nouns, verbs, adjectives, and adverbs are organized into 
synonym sets, each representing one underlying lexicalized 
concept. Different relations link the synonym sets.The 
purpose of this volume is twofold. First, it discusses the 

design of WordNet and the theoretical motivations behind it. 
Second, it provides a survey of representative applications, 
including word sense identification, information retrieval, 
selectional preferences of verbs, and lexical chains 
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3. EXISTING SYSTEM 

 

Existing is used to term-based approach to extracting the 

text. Term-based ontology methods are providing some text 

representations. E.g.: Hierarchical is used to determine 

synonymy and hyponymy relations between keywords. 

Pattern evolution technique is used to improve the 

performance of term-based approach. Searching for 

information on the Web is not an easy task. Searching for 

personal information is sometimes even more complicated. 

Below are several common problems we face when trying to 

get personal details from the web: Majority of the 

Information is distributed between different sites. It is not 

updated. Multi-Referent ambiguity – two or more people 

with the same name.Multi-morphic ambiguity which is 

because one name may be referred to in different forms. In 

the most popular search engine Google, one can set the 

target name and based on the extremely limited facilities to 

narrow down the search, still the user has 100% feasibility 

of receiving irrelevant information in the output search hits. 

Not only this, the user has to manually see, open, and then 

download their respective file which is extremely time 

consuming. The major reason behind this is that there is no 

uniform format for personal information. Maximum of the 

past work is based on exploiting the link structure of the 

pages on the web, with hypothesis that web pages belonging 

to the same person are more likely to be linked together. The 

term-based approach is suffered from the problems of 

polysemy and synonymy.  A term with higher (tf*idf) value 

could be meaningless in some d-patterns (some important 

parts in documents). 

4. PROPOSED SYSTEM 

An effective pattern discovery technique, is discovered.  

Evaluates specificities of patterns and then evaluates term 

weights according to the distribution of terms in the 

discovered patterns, solves Misinterpretation Problem [1]. 

Considers the influence of patterns from the negative 

training examples to find ambiguous (noisy) patterns and 

tries to reduce their influence for the low-frequency 

problem.  The process of updating ambiguous patterns can 

be referred as pattern evolution. The proposed approach can 

improve the accuracy of evaluating term weights because 

discovered patterns are more specific than whole 

documents. In General there are two phases[1]:  

 Training  

  Testing.  

In training phase the d-patterns in positive documents (Dþ) 

based on a min sup are found, and evaluates term supports 

by deploying d patterns to terms. In Testing Phase to revise 

term supports using noise negative documents in D based on 

an experimental coefficient. The incoming documents then 

can be sorted based on these weights. 

 

 

 

 

 

 

 

Figure 1: Block diagram of deep web data extraction 

Wordnet 

In 1998, a new lexical database called WordNet was 

developed for finding the semantic matching of English 

words[3]. WordNet used to manage and navigate the entity 

component on web page. It represents synsets by means of 

conceptual semantic and lexical relationship between words. 

It classifies English words into numerous groups, such as 

hypernyms, synonyms, and antonyms. In general, semantic 

matching of words can be divided into four categories. The 

initial category measure the similarity of words based on 

two terms as length of the path between the terms and 

position of the terms. In the next category, similarity is 
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considered by examining the difference in content of the two 

terms using a probabilistic function. For the third type, 

similarity of words is measured using the two terms as a 

function of their properties (e.g. gloss overlap) or based on 

their relationship with other similar terms in the taxonomy. 

Finally, the last category measures similarity of words by 

combining the methods. 

 

Deep Web 

The Structure of Deep Web Page is based on huge graphs 

twisted by centralized crawlers and indexers[3]. The Deep 

Web is qualitatively dissimilar from the surface Web pages, it 

store their content in searchable databases and provide 

dynamic results in response to a direct users request. 

Typical, deep Web page sites receive fifty per cent greater 

than surface sites in monthly traffic and are more highly 

linked to than surface sites. The deep Web is the major rising 

type of new information on the Internet and its sides are 

tending to be narrower, with deeper content, than 

conventional surface sites. The Total quality content of the 

deep Web is 1,000 to 2,000 times greater than that of the 

surface Web. 

 
 

 
 

Figure 2: Deep Web 

The above picture represents, in a non-scientific way, the 

enhanced outcome that can be obtained by BrightPlanet 

technology [3]. By initial identifying where the appropriate 

searchable databases reside, a directed query can then be 

placed to each of these sources at the same time to produce 

only the results preferred with pinpoint accuracy. 

 

Structure of Deep Web Pages 

 

Figure 3 : VIPS algorithm 

The Visual Information about the structure of deep web page 

is represented with help of VIPS algorithm [4]. The VIPS 

algorithm used to transform the deep web page blocks. 

The above visual block represents the VIPS tran deep web 

page structure that is segmentation of web pages. The root 

block represents the whole page and each block in the tree 

corresponds to a rectangular region on the Web page. The 

leaf blocks cannot be segmented more, and they characterize 

the minimum segmented more, and they continuous texts or 

images. 

The surface web is also known as clearnet which is a part of 

www and it is indexable by conventional search engine, 

which consist of loosely speaking, interlinked HTML pages. 

Once user requests the required information by searching on 

web, surface web identifies only the content what appears 

on the surface and remaining data are hidden deeper [3]. A 

graphical depiction of the above diagram represents the 

limitations of the typical search engine. The required content 

searched by users is identified only what appears on the 

surface and the harvest is comparatively indiscriminate. 

There is tremendous value that resides deeper than this 

surface content. So, surface web search is not suitable to web 

search than deep web search. 
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Deep Web Data Extraction 

 

The web pages which are not indexed by the search engines 

are called deep web pages, example-dynamic web pages. The 

data records which are located in the deep web are 

semantically related and also share a common tree structure. 

Wrappers designed with ontological technique improve the 

accuracy of the deep web data extraction. If domain 

independent wrapper is designed then a vast amount of data 

can be extracted. An Ontological wrapper can be designed to 

extract data from the deep web [4,5]. The main steps for 

designing an ontological wrapper are (i)Deep web pages 

needs to be parsed (ii)The unwanted components needs to 

be filtered by using suitable filtering component. WorldNet 

can be used the semantically related components can be 

used to extract the relevant components from the deep web. 

Using ontological techniques with the wrapper for web data 

extraction makes the wrapper more robust the size of the 

data records in the deep web are three times larger than a 

normal web page. The earlier methods which were used for 

web data extraction are a semiautomatic method XWRAP 

and automatic method ROADRUNNER, all are structured 

based methods [5]. For extracting the data from deep web 

pages the boundary needs to be identified first and then data 

has to be extracted. As a preprocessing step the noise needs 

to be eliminated. The relevant blocks grouped together. The 

grouping is done based on the semantics. Then relevant data 

item is extracted 

 

5. CONCLUSION 

Our proposed  technique could extract data records with 

varying structures effectively. Experimental results showed 

that our wrapper is robust in its performance and could 

significantly outperform existing state-of-the-art wrappers. 

Our wrapper is able to distinguish data regions based on the 

semantic properties of data records but not the DOM tree 

structure and visual properties. Unlike existing wrappers, 

which work on specific type of data records, our wrapper is 

able to distinguish and extract three types of data records, 

and most important of all, our wrapper is domain-

independent. The technique could also reduce the number of 

potential data regions for data extraction and this will 

shorten the time and increase the accuracy in identifying the 

correct data region to be extracted. Measurement of the size 

of text and image to locate and extract the relevant data 

region further improves the precision of our wrapper. The 

use of  technique for aligning data records is highly effective 

for aligning disjunctive and iterative data items, which is not 

supported by current wrappers. Our wrapper is tailored to 

extract data records with varying structures, and it thus 

provides more flexibility and is simpler to use in the 

extraction of complicated data records. 
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