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ABSTRACT-Sentiment scrutiny is an application of text 
analytic methods for the identification of subjective opinions 

in text data. It usually comprises the classification of text 
into sorts such as positive, negative. There are even 
circumstances where diverse forms of a single word will be 

related with unalike sentiments. We propose a system to 

analyze sentiments across different domains by creating 

sentiment sensitive thesaurus using datum from multiple 

source domains to find the association between words that 
express similar sentiments in different domains. The created 

thesaurus is then used to expand feature vectors to train a 

binary classifier. Unlike previous cross-domain sentiment 
classification methods, our method can competently learn 

from numerous source domains. Our method significantly 

outperforms numerous baselines and returns results that 
are better than previous cross-domain sentiment 
classification methods when equated on a benchmark 

dataset containing user reviews for different types of 
products. 
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1. INTRODUCTION 
Sentiment analysis, also called opinion mining, [1] is the 

field of study that analyses people’s opinions, sentiments, 
evaluations, appraisals, attitudes, and emotions towards 

entities such as products, services, organizations, 
individuals, issues, events, topics, and their attributes. 
When an organization wants to find opinions of the 

general public about its products and services, it conducts 

surveys. However, due to the tremendous growth of the 

social media content in the past few years, the people post 
their reviews of products at merchant sites and express 

their views on almost anything in discussion forums and 

blogs, and at social networks. 
 

Sentiment Analysis refers to computational 
methods for investigating the opinions that are extracted 

from various sources like the blog posts, observations on 

forums, reviews about products, policies or any topic on 

social networking sites or tweets. It aims at determining 

the attitude of a user about some topic. The Web is a huge 

repository   of   structured   and   unstructured   data.   The 

analysis of this data to extract underlying user’s opinion 
and sentiment is a challenging task. An opinion can be 

described as a quadruple consisting of a Topic, Holder, 
Claim and Sentiment. The holder trusts a claim about the 

topic and expresses it through an associated sentiment. 
 

In opinion mining, [2] one fundamental problem is 

to extract opinion targets and opinion words, which are 

defined as the objects on which users have conveyed their 

opinions as nouns or noun phrases. This task is very 

important because customers are not satisfied with the 

overall sentiment polarity of a product, but they expect to 

find the fine-grained opinions about an aspect or a product 
feature mentioned in reviews. Mining opinions from online 

reviews become more useful for manufacturers to obtain 

feedbacks from customers. Hence, mining opinion 

relations in sentences and estimating associations between 

opinion targets and opinion words are keys for opinion 

target extraction. 
 

There is a large expansion of e-commerce, more 

and more products are sold on the Web, and more and 

more people are also buying products online. In order to 

enhance customer satisfaction and shopping experience, it 
has become a common practice for online merchants to 

enable their customers to review or to express opinions on 

the products that they have purchased. With more and 

more common users becoming more comfortable with the 

Web, an increasing number of people are writing reviews. 
 

With the growth of online social networking sites, 
for example, forums, review sites, blogs, and micro blogs, 
the enthusiasm towards opinion mining has expanded 

essentially. Today online opinions have transformed into a 

sort of virtual profit for business organizations looking to 

market their items, recognize new trends and deal with 

their position. Many organizations are currently utilizing 

opinion mining systems to track customer inputs in online 

shopping sites and review sites. Opinion mining is 

additionally helpful for organizations to analyze customer 

opinions on their products and features. If one wants to 

buy a product, he/she is no longer limited to ask one’s 
friends and families because there are many user reviews 

on the web.  For a company, it may no  longer  need  to 
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conduct surveys or focus groups in order to gather 

consumer opinions about its products and those of its 

competitors because there is a plenty of such information 

publicly. 
 

Let us use the following review segment on iPhone 
as an instance to introduce the general problem (a number 
is associated with each sentence for easy reference) “(i) I 
bought an iPhone 2 days ago. (ii) It was such a nice phone. 
(iii) The touch screen was really cool. (iv) The voice quality 
was clear too. (v)  However, my mother was mad with me 
as I did not tell her before I bought it. (vi) She also thought 
the phone was too expensive, and wanted me to return it 
to the shop". The question is, what we want to extract from 
this review? The first thing that we notice is that, there are 
several opinions in this review. Sentences (ii), (iii) and (iv) 
express three positive opinions, while sentences (v) and 
(vi) express negative opinions. We also notice that all the 
opinions have some targets on which they are expressed. 
The opinion in sentence (ii) is on iPhone as a whole, and 
the opinions in sentences (iii) and (iv) are on the “touch 
screen” and “voice quality” features of iPhone respectively. 
The opinion in sentence (vi) is on the price of iPhone, but 
the opinion/emotion in sentence (v) is on “me”, not 
iPhone. This is a vital outlook. In an application, the user 
may be interested in opinions on certain targets, but not 
on all. The source of the opinions in sentences (ii), (iii) and 
(iv) is the author of the review (“I”), but in sentences (v) 
and (vi) it is “my mother”. With this example in mind, we 
can define sentiment analysis or opinion mining. We begin 
with the opinion target. 

 
2. PROBLEM DEFINITION 

Applying sentimental classifier for a particular 

domain gives better performance, but when it is being 

applied for multiple domains there is lack of performance 

and also it leads to feature mismatch problem 
 

3. EXISTING SYSTEM 
A cross domain sentiment classification system 

must overcome two main challenges [8]. First, it is 

necessary to identify the source domain features are 

related to which target domain features. Second, the 

information should have the relatedness of both the source 

and target domain features. In the existing system there is 

a feature mismatch problem. To overcome that problem in 

cross-domain sentiment classification, we use labeled data 

from multiple source domains and unlabeled data from 

source and target domains to compute the relatedness of 

features and  construct  a  sentiment  sensitive  thesaurus. 
This competently offers higher level of accuracy. 

 
4. PROPOSED SYSTEM 

We create a sentiment sensitive thesaurus using 

both labeled and unlabeled data from multiple source 

domains to find the association between words that 
express similar sentiments in different domains. The 

created thesaurus is then used to expand feature vectors to 

train a binary classifier. The sentiment sensitive thesaurus 

is constructed in order to overcome the shortcomings of 
classification using a single domain. The sentiment 
sensitive thesaurus captures relatedness of words as used 

in different domains. In addition to the existing positive, 
negative and neutral opinions, we go for classifying the 

mixed opinion. 
 

5. ARCHITECTURAL COMPONENTS 
 A sentiment sensitive thesaurus is created in order 

that it aligns different words expressing the same 

sentiment in different domains. 
 Labeled data from multiple source domains and 

unlabeled data from source and target domains are 

utilized to represent the distribution of features. [14] 
 The lexical elements (unigrams and bigrams of word 

lemma) and Sentiment elements (rating information) 

are used to represent a user review. 
 Next, for each lexical element its relatedness is 

measured to other lexical elements and group related 

lexical elements to create a sentiment sensitive 

thesaurus.[9] 
 The thesaurus captures the relatedness among lexical 

elements that appear in source and target domains 

based on the contexts in which the lexical elements 

appear (its distributional context). 
 A distinctive aspect of our approach is that, in addition 

to the usual co-occurrence features typically used in 
exemplifying a word’s distributional context, we make 
use, where possible, of the sentiment label of a 
document i.e., sentiment labels form part of our context 
features. This is what makes the distributional thesaurus 
“sentiment-sensitive”. 

 Unlabeled data is cheaper to collect compared to labeled 
data and is often available in large quantities.  

 The use of unlabeled data enables us to accurately 
estimate the distribution of words in source and target 
domains.  

 The proposed method can learn from a large amount of 
unlabeled data to leverage a robust cross domain 
sentiment classifier.[15] 
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Figure 1.Flow diagram of sentiment analysis 

 
 

6. LIST OF MODULES 
i. Pre-processing 

ii. Building sentimental sensitive thesaurus 
iii. Classifications 
iv. Identifications 

 
 

7. Module Description: 
7.1. Pre-processing 

Data in the real world is incomplete, noisy, 
and inconsistent. Noisy data (incorrect values) may 
come from faulty data collection instruments, human 
or computer error at data entry and errors in data 
transmission. So here we pre-process datasets before 
classifying document sentiment. 

 

7.2. Building Sentiment Sensitive 
Thesaurus: 
We built a sentiment sensitive thesaurus to 

find the prior information. This thesaurus contains 
number of sentimental words related to opinion 
mining. We extracted the words with strong positive 
and negative orientation and performed stemming in 
the pre-processing. The words whose polarity changed 
after stemming were removed automatically. The 
thesaurus used here is fully domain-independent and 
bear supervised information. 

 

7.3. Classification and Identification 
This module is used to classify the polarity of a 

given text in the document, whether the expressed 
opinion in a document, is positive, negative, neutral or 
mixed. [12] On Identification, we define that a document 
‘d’ is classified as a positive-sentiment document if its 
probability of positive sentiment label is greater than its 
probability of negative sentiment label in the given 
document. The document sentiment is classified based 
on P(l|d), the probability of a sentiment label given 
document. First classify positive and negative opinions. 
The prior information incorporated merely contributes 
to the positive and negative words, and consequently 
there will be much more influence on the probability 
distribution of positive and negative labels for a given 
document. Therefore, we define that a document d is 
classified as a positive-sentiment document if the 
probability of a positive sentiment label P(lpos|d) is 
greater than its probability of negative sentiment label 
P(lneg|d), and vice versa. 

 

8. CONCLUSION AND FUTURE WORK 
This paper proposes a novel scheme for co-

extracting opinion targets and opinion words. The 
foremost influence is motivated on perceiving opinion 
relations between opinion targets and opinion words.  
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While equated to preceding means grounded on 
nearest neighbour rules and syntactic patterns, a 
sentiment-sensitive thesaurus bridges the gap amid 
source and target domains in cross-domain sentiment 
classification via manifold source domains. 
Experimental outcomes using a dataset for cross–
domain sentiment classification illustrates that our 
proposed method can improve classification accuracy 
and therefore is more effective for opinion target and 
opinion word extraction in a sentiment classifier. In 
future, the proposed method is intended to apply to 
other domain adaptation tasks.  
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