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Abstract – Over the past few decades due to some 

significant characteristics the field of design an expert 

prediction system has attains huge attention of the 

researchers. An efficient prediction system may helpful 

to predict an event more efficiently and effectively 

which reduce the cost, time and effort. Depending on 

different data and analysis technique a number of 

prediction systems have been proposed by numerous 

researchers but due to non availability of any single 

effective method to handle several territories the field 

still have a scope of modernization. This paper presents 

a state of art work on accessible prediction systems 

which may helpful for the researchers to design and 

implement an effective scheme by considering the 

current issues which are associated with an on-hand 

prediction techniques.  
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1. INTRODUCTION 
 
Nowadays, with the technological advancement the uses of 
digital information based system have got a massive 
popularity in near about each and every area of work. 
During recent ages, a growing amount of peoples use these 
systems as a source of information and  there is like to be 
impractical for an individual and organizations to 
accomplish their daily tasks without relying on the 
conveniences provided by these systems. Although still 
users have doubts about truthfulness of the proliferate 
contents. In some crucial working fields such as in the area 
of medical where disease may the cause of death the 
incorrect or deferred predicted information may cause of 
danger or more harmful to a person, therefore quickly and 
accurately prediction of syndrome signs in time is must for 
shaping the trust. On the other hand, due to various causes 
the software appears with many defects. Predicting 
defects of an application at an early stage minimize the 
cost, time and pick up the overall effectiveness, attain a 
huge growth in recent days [1, 2]. Additionally precious 
information is always prone over the network. Therefore 
quickly and accurately finding of the content that 
influences the trust is very important.  

This paper presents the current research status and the 
key techniques of existing prediction approaches with the 
associated issues. The rest of paper is organized as 
follows. Prediction system and the techniques use in the 
on-hand approaches are elaborate in section 2. Section 3 
presents the related work and the issues associated with 
on-hand prediction system is present in section 4. Finally 
section 5 concludes the paper. 
 

2. PREDICTION SYSTEM & TECHNIQUES 
 
Technically, the term predictions are based on the 
accuracy of verdict connection or patterns among dozens 
of fields in large databases. For such type of achievement 
the regular process of database updating and machine 
training are essential key features. The figure 1 depict a 
learning process 
 

 
 

Fig. 1 Knowledge Discovery in Databases 

Usually, for a machine learning process, two foremost 
components, supervised and unsupervised learning are 
most popular routines [5-8].   
 
 

2.1 Supervised Learning Technique 
 
Usually Supervised learning technique is a machine 
learning (Data Mining) task from supervised training data. 
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The technique execute in a regulation to generalize from 
the training data to correctly determine the class labels for 
unseen instances. It offer training example where each 
example is a pair, consisting of an input object and a 
desired output value also called the supervisory signal. 
The algorithm examines grounding statistics and 
constructs an inferred function, which is called a classifier 
if the output is discrete or a regression function if the 
output is continuous [9, 10]. This technique executes 
following steps to resolve a certain dilemma.  
 
1. Before start execution processes builds up a set of the 

tag data and training examples for system training.  

2. Organized a formation of training function and 
equivalent learning algorithms with the key feature.  

3. Carry out the training process with the collected 
training sets and supervised methods. 

4. Assess outcomes in term of accuracy of the system.  

5. Evaluate system routine with a different statistics 
from the training sets. 

The figure 2 depicts the process of supervised learning 
model. 

 

Fig. 2 Supervised Techniques 

2.2 Unsupervised Learning Technique 
 
Unlike supervised technique the unsupervised methods 
trying to find hidden structure in unlabeled data. 
Unsupervised learning is important since it is likely to be 
much more common in the brain than supervised learning. 
The system learns in a state where any previous release is 
not built and represents particular input patterns in a way 
that reflects the statistical structure of the overall 
collection of input patterns.  
 

 
 

Fig. 3 Unsupervised Techniques 

3. RELATED WORK 
 
A large amount of preceding work has been done in this 
field, ranging from novel algorithms to literature reviews 
[11–15].  To analysis the diabetes disease a comparative 
investigation has been present in [16]. The approach use 
two most classification algorithms, naïve bayes and 
decision tree with same dataset for finding the effective 
predictive method. A result of decision tree presents its 
efficiency over the other uses classification technique. In 
same context another approach [17] uses J48, Random 
Forest, Naive Bayes algorithms for calculating the 
algorithms prediction accuracy level.  The results were 
same as the previous approach.  
 
The paper [18] presents a comparative investigation on 
the base of multi classification algorithms. The author use 
Naive Bayes, decision tree (J48), Sequential Minimal 
Optimization (SMO), Instance Based for K-Nearest 
neighbour (IBK) and Multi-Layer Perception with the 3 
different dataset of breast cancer to find the classification 
accuracy. The approach has analysis the uses algorithm on 
the base of 10 folds cross validation technique. A 
combination at classification level is accomplished 
between these classifiers to get the best multi-classifier 
approach and accuracy for each data set.  
 
Diabetes and cardiac diseases [19] are predicted using 
Decision Tree and Incremental Learning at the early stage. 
The i+Learning and i+LRA performs better than ID3 and 
other incremental learning algorithms on the bases of 
classification accuracy. These both algorithms can even 
handle the new attributes without affecting the learning 
performance. The main drawback of this method is that it 
adopts the binary tree rather than multi-branch tree. 
Numerous authors have used different techniques for 
design an effective prediction system. To classify radar 
images level base algorithm proposed in [20]. The 
proposed approach has divides the images into segments 
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at its first level and use the segmented part for 
classification process at its second level.  In same context 
another approach [21] has present to classifying 
meteorological volumetric radar data in order to detect 
storm events responsible for summer severe weather.  
 
The author in [22] has use support vector clustering 
(SVC)-based probabilistic approach for unsupervised 
chemical process monitoring and fault classification. A 
number of dataset has been used with the binary encoded 
output based data weighting (BEOBDW) technique for 
generalize the proposed data weighting method. To 
classify the imbalanced data an approach presents in [23, 
24] use SVM classification technique.  The authors of [25] 
proposed a twin support vector machine (TWSVM) in 
order to solve the shortages of the large calculation 
amount and slow classification speed of SVM. And an 
automatic classification method of star spectra data based 
on manifold fuzzy twin support vector machine (MF-
TSVM) is proposed. The approach present in [26] 
proposed a novel fast feature selection method based on 
multiple SVDD and applied it to multi-class microarray 
data.  
 

4. CURRENT ISSUES WITH ON-HAND 
PREDICTION SYSTEM 

 
Since the age of design a prediction system numerous 
approaches have been proposed by using different 
techniques. However the approaches enhance the 
accuracy of the traditional prediction system but still field 
face an issues of low classification accuracy and speed. 
Additionally major accessible approaches use single 
classification algorithm for the purpose of classifying data. 
Therefore the approaches have their own limitations due 
to no one single classification algorithm is enough to 
classify different data sets. The major issues which are 
associated with the current prediction system can be point 
out as. 
 
1. Major systems are designed with supervised learning 

techniques. Therefore they are inefficient to predict 
anomaly event accurately.  

2. The accuracy and speed of present system is not 
effective, require modernization. 

3.  A good number of systems are designed with the 
strength of single classification technique. Therefore 
they have own limitation with the classifying datasets.  

4. Inefficient to classify with real traffic. Work efficiently 
and effectively with the data and feature set at which 
they are tuned and trained.  

5. Major of approaches produces huge false alarms. 

 

5. Conclusion & Future Work 
Since the age of an information system a number of 
prediction techniques have been proposes by different 
researchers with the aim to enhance the accuracy of on-
hand systems. This paper presents an up to date 
investigation on prediction system and its accessible 
techniques. After presenting a good amount of related 
work this paper has also present several of issues which 
are still associated with the on-hand prediction 
mechanism. Different approaches work in a different way 
according to the assumptions and employs mechanisms. 
Therefore the approaches have different strengths and 
drawbacks. These inadequacies of on hand prediction 
mechanism motivate us to make an endeavor in future to 
design a new effective and efficient system which can 
predict a statistics more accurately and speedily.  
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