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Abstract—The computational domain need to develop the 
methods by which the storage and data is handled effectively. 
Therefore the data mining techniques are utilized to evaluate 
the data and obtain the meaningful patterns to explore 
hidden knowledge. In this presented work the cluster data 
analysis technique is investigated. The cluster analysis is a 
technique by which the data is analysed in unsupervised 
manner to divide and decided the different groups of the data 
according to the user inputs. In this process the similarity 
among the grouped elements is the primary objective to 
achieve. This objective is help to find the better performance 
from the clustering algorithm. 

In this proposed work the clustering algorithm is studied in 
detail. Additionally the different clustering issues are 
addressed to achieve the good clustering. Finally the firefly 
optimization algorithm based clustering algorithm is 
followed for cluster data analysis. this technique is suffers 
from the long running time for performing the clustering 
therefore an improved clustering algorithm with the help of 
k-means algorithm and the firefly algorithm is proposed. The 
proposed technique provides ease in the centroid selection 
and the efficient and accurate data modeling. Additionally 
promises to reduce the processing time of the algorithm. 

Further the proposed clustering technique is implemented 
with the help of visual studio environment. After 
implementation of the proposed algorithm the comparative 
study with the traditional firefly algorithm is performed. For 
comparative performance study the accuracy, error rate and 
resource consumption is taken as the primary parameters. 
The experimental results show the high performance 
outcomes during the data evaluation and accurate cluster 
formation. 

Keywords—data mining, cluster analysis, performance 

improvement, firefly algorithm, k-means. 

1. INTRODUCTION 

The data mining is a domain of automatic data 
analysis. For evaluation of data there are two different 
approaches are used first supervised and second the 
unsupervised learning approach. In this presented 
work the supervised learning technique is used for 
investigation and demonstration. Data mining is a 

technique of analysing data and extraction of 
meaningful data for the real world applications. The 
extraction of data from the raw set of data needs to 
develop some computational data model by which the 
data is evaluated in certain criteria and return the 
matched data which is required by the application. 
The evaluation of data is performed in both the 
manners either with the supervisor or without the 
supervisor. In the machine learning and data mining 
the supervisor are the labelled data which is produced 
for analysis and using the class labels the learning 
process are keep in track. Most of the supervised 
learning algorithms are the classification algorithms 
and the unsupervised learning supports the clustering 
algorithms. 

However the supervised learning algorithms are much 
accurate as compared to the unsupervised learning 
techniques. But the supervised learning techniques 
are always used with the labeled data and the amount 
of data is countable. On the other hand the 
unsupervised learning technique or clustering 
algorithms are used when the data is unlabelled or 
found in huge quantity. Therefore the proposed work 
is intended to explore the domain of data clustering 
and the performance improvement of the traditional 
clustering approaches. 

Therefore the optimization based technique based 
technique namely firefly algorithm is used for 
investigation and solution design. Basically the 
clustering of data need to identify the optimal cluster 
centers using the optimization techniques. After 
finalizing the cluster centers the data clustering 
performed on the data. Therefore some initial 
improvement on the data centroid selection process is 
required to perform by which the solution becomes 
more effective and accurate for data analysis. 

The data mining techniques are directly depends on 
the data which is used for analysis and pattern 
recovery. If the size of data is small, pre-defined 
classes are exist and the data is also refined and 
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cleaned then that is required to analyse such data 
using the classification algorithms which is a 
supervised learning approach. On the other hand if 
the data to be analysed is available in unstructured 
format, huge in quantity, available with some noisy 
contents then the supervised process is not suitable 
for data analysis. In this kind of data analysis the 
unsupervised learning technique or the data 
clustering is used for extracting the valuable patterns 
from the data. 

In this presented work the main focus on the data 
mining based clustering algorithm is placed. The 
clustering algorithm is functioned on the data 
according to the similarity of the data elements and 
also the amount of clusters to be made. This process is 
not need to interact with the class labels to enhance 
the computed patterns. In study a number of 
clustering approaches are observed, but most of them 
either not much efficient in terms of processing time 
or ineffective for the accurate data analysis. In 
addition of that the noise in data can also affect the 
performance of the clustering algorithms such as the 
outliers or the missing attributes. Therefore a new 
technique is required to develop by which the 
efficiency and accuracy. 

2. PROPOSED WORK 

The proposed technique is based on the two step 
process of the cluster formation. Therefore first the 
data quality is enhanced and then the clustering 
approach is implemented on the refined data. During 
the pre-processing of the data the identical columns 
and missing attributes are also handled and then the 
well refined contents are processed for finding the 
optimum centroids of the data clusters. Finally the k-
mean algorithm is used to allocate the suitable cluster 
data to the minimum distance centroids. The 
proposed algorithm is listed as follows: 

Table 1 proposed algorithm 

 

Enhanced firefly algorithm 

Input: number of clusters K, input dataset D 

Output: K centroids, clustered data    

Process: 

a. [Row, Col] = Read Data(D) // read the dataset and 
extract the dimensions of the data  

b. for (             ) // elevate the dataset 

for all the row and columns which contains the null 
values or missing values and remove it  

1. for (             ) 

i. if  (   )        

1.       ( ( )    ) 

ii. end if 

2. end for  

c. end for  

d. n                 

1.          ( ( ))     

i. Remove ( ( )) 

2. End if 

3.          ( ( ))       

i. Remove ( ( )) 

4. End if 

e. End for 

f. Initialize the firefly          

g. [R, C] =       (        ) 

h. While number of iterations 

1.    (           ) 

2.                 //selecting firefly  

i.    (             ) 

1.           

2.                  

√∑ (          )  
    

ii. End for 

3. End for 

4. Select best points from                  

5.   (              ) 

i.              

6. End if 

7. Go to step 8 

i. End while 

j.  Allocate the centers to the datasets   
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3. RESULT ANALYSIS 

The chapter provides the evaluated results and the 
comparative study among new technique proposed 
and traditional firefly algorithm. This chapter helps to 
understand how the proposed approach performing 
better than the traditional technique. 

3.1   Accuracy 

The accuracy of the algorithm provides the estimation 
about accurately distinguishing the groups of data. 
Therefore that is an essential parameter for any data 
analysis algorithm. This parameter can be evaluated 
using the following formula. 

         
                            

             
     

Table 2 Accuracy 

 

Dataset size  Proposed 
algorithm 

Firefly algorithm  

50 77.93 55.29 

100 81.37 58.34 

200 82.58 59.17 

300 85.32 60.63 

500 86.16 62.56 

700 87.63 64.31 

1000 89.92 65.42 

 

Chart- 1 Accuracy 

 

 

Chart- 2 mean accuracy  

Chart 1 and the table 2 shows the evaluated 
performance in terms of accuracy. In this figure the 
amount of dataset instances for evaluation is given in 
X axis and the Y axis shows the percentage accuracy 
obtained by the system. According to the obtained 
performance the accuracy of the proposed clustering 
algorithm is efficient as compared to the traditional 
firefly algorithm. Additionally produces constant 
accuracy as compared to the traditional method. In 
order to justify the results more clearer the mean 
accuracy of both the algorithms are evaluated and 
demonstrated in figure 2. According to this diagram 
the X axis contains the methods implemented and the 
Y axis shows the mean accuracy percentage. The 
combined results over the different size of dataset 
shows the higher percentage of gain as compared to 
the traditional method additionally able to produce 
the accuracy 78-89%. 

3.2  Error rate 

The error rate is an amount of data that is not 
properly recognized during the automated data 
analysis. That can be evaluated using the following 
formula: 

                        

Or  
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Chart- 3 Error rate 

Table 3 Error rate 

 

Dataset size  Proposed 
algorithm 

Firefly algorithm  

50 22.07 44.71 

100 18.63 41.66 

200 17.42 40.83 

300 14.68 39.37 

500 13.84 37.44 

700 12.37 35.69 

1000 10.08 34.58 

The error rate in terms of percentage of both the 
implemented algorithms is given using table 3 and 
figure 3. In this figure the size of datasets is given 
using X axis and the Y axis shows the percentage error 
rate. According to the given results the proposed 
technique produces less error rate as compared to the 
traditional technique of clustering optimization. 
Additionally the error rates of both the systems are 
reducing that is a good significant with increasing size 
of data. In addition of that for justifying the results the 
mean error rate percentage is also estimated. The 
mean error rate percentage is given using the figure 4. 
In this diagram the X axis shows the implemented 
techniques and the Y axis shows the mean error rate 
percentage. According to the obtained results the 

proposed technique produces less error rate as 
compared to the traditional algorithm. Thus the 
proposed technique is much adoptable than classical 
approach. 

 

 

Chart- 4 mean error rate  

3.3 Memory usage 

The amount of main memory required to evaluate the 
data using the given algorithm is known as the 
memory usage of the algorithm. The figure 5 and table 
4 shows the memory 

Table 4 Memory usage 

 

Dataset size  Proposed 
algorithm 

Firefly algorithm  

50 27817 26801 

100 28865 26615 

200 29629 27844 

300 30562 29217 

500 31983 30174 

700 32717 31831 

1000 33104 32947 
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Chart- 5 Memory usage 

 

 Chart 6-mean memory usage 

Usage of the implemented algorithms, the according 
to the given figure 5 X axis contains the amount of 
data to be process in increasing size. Similarly the Y 
axis contains the memory usage in terms of KB. 
According to the given results the memory 
requirement of the proposed system is higher as 
compared to the traditional firefly optimization 
technique. To understand the difference among both 
the technique’s memory requirements figure 6 shows 
the mean memory consumption of both the 
algorithms. In this diagram the X axis contains the 
implemented methods and the Y axis shows the mean 
memory consumption of the algorithms. The mean 
results show the performance of the traditional 
algorithm is much effective as compared to the 
traditional algorithm.   

 

3.4  Time consumption 

The amount of time required to evaluate the entire 
data and produces the clusters are given here as the 
time consumption of the algorithm. The utilized time 
of the algorithms are evaluated and given in terms of 
milliseconds. In this diagram the Y axis contains 
required time in MS and the X axis contains the 
amount of data to be processed. According to the 
given results the proposed method consumes less 
amount of time as compared to  

 

Chart-7 Time consumption 

Table 5 Time consumption 

 

Dataset size  Proposed 
algorithm 

Firefly algorithm  

50 37.27 47.22 

100 46.59 68.36 

200 62.18 89.61 

300 76.41 105.32 

500 91.47 148.38 

700 132.92 189.66 

1000 158.34 233.95 
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Charrt 8- mean time consumption 

Traditional firefly optimization based clustering 
approach. In addition of that for clarifying the results 
obtained the mean performance of both the 
techniques are reported using the figure 8. In this 
diagram the X axis shows the implemented algorithms 
and the Y axis shows the mean time consumption of 
the given algorithm. According to the mean 
performance of the algorithms the proposed 
technique consumes less time as compared to the 
traditional approach of firefly algorithm.  

4. CONCLUSION 

The proposed work is indented to find an efficient 
clustering scheme for enhancing the clustering 
accuracy and optimization time. The primary goal of 
the clustering scheme development is achieved and 
this chapter provides the entire summary of the 
conducted study work. In the addition of that the 
future extension of the work is also involved after 
conclusion of the work. 

4.1  Conclusion 

The automated data analysis techniques are becomes 
more crucial now in these days, because a huge 
amount of records in unstructured format is 
generated every day. For automatic data analysis data 
mining provides different algorithms and tools that 
are help to evaluate the data and classify them or 
cluster them. Among the different approaches when 
the data is found in large quantity and also the nature 
of data is unlabelled then the supervised learning 
approaches are not suitable for use. Therefore the 

clustering of the data is a good strategy for performing 
the data analysis. In this presented work the data 
mining based clustering algorithm is studied in detail. 
In addition of that a new clustering algorithm is also 
proposed for enhancing the centroid selection of the 
clustering. 

The proposed technique is a technique where first the 
data is pre-evaluated and pre-processed for 
improving the data quality. After that the outlier 
points are recovered and removed from the input data. 
After enhancing the quality of data the data 
normalization is performed to scale entire data in a 
similar scale and finally the optimal cluster centers 
(centroids) are estimated. Finally these centroids are 
used to perform clustering in data or making groups 
of the data point available. The given technique usages 
the traditional firefly algorithm for estimating the 
actual optimum cluster centers and the Euclidean 
distance is used to find the other cluster data points 
that are belongs to the obtain centroids. This 
approach promises to provide the accurate clustering 
of data by improving the data quality and optimum 
centroid selection. 

The implementation of the proposed clustering 
technique is performed using the visual studio 
technology and their performance in terms of 
accuracy, error rate, memory consumption and the 
time consumption is estimated. According to the 
obtained results the proposed technique is efficient 
and accurate as compared to the traditional firefly 
based clustering approach. The obtained performance 
is summarized using the given table 6. 

Table 6 Performance summary  

 

S. 
No. 

Parameters  Proposed 
technique  

Firefly 
algorithm  

1 Accuracy  High  Low  

2 Error rate  Low  High  

3 Memory 
consumption  

High  Low  

4 Time complexity  Low  High  

According to the obtained performance the proposed 
algorithm is accurate and efficient as compared to the 
traditional firefly based clustering algorithm. 
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Therefore the proposed technique is adoptable as 
compared to the traditional technique. 

4.2  Future work 

The proposed work is an enhanced algorithm for 
performing clustering based on firefly optimization 
technique and traditional k-mean clustering algorithm. 
The proposed technique enhances the algorithms 
clustering accuracy and time consumption but 
consumes additional main memory during the data 
evaluation. Therefore need to enhance the algorithm 
for memory consumption. Additionally the given 
algorithm is not utilized with the real world 
application yet. Thus need to test before use with a 
real world application such as image segmentation 
and other large scale data. x. 
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