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Abstract:- The purchase and sales of huge number of 
product by people by seating at their place is growing on 
increasing day-by-day. This activity is performed successfully 
through the detail summary of customer’s feedback and 
product review who have used it earlier. To analyze this kind of 
data, opinion mining as technique of data mining is mainly 
used as an important parameter. As there are thousands of 
reviews generated for particular product, it is necessary to 
perform some effective technique that will give the fine 
grained output on the feedback and reviews provided by the 
users. For this the necessary task is to identify perfect opinion 
words and opinion targets. After detecting these opinion words 
and identifying opinion targets of  relation between them it is 
possible to analyze the comment in both positive and negative 
way. This kind of work is done by different researchers for 
performing the opinion mining from online reviews. This paper 
performs the study of different technique used for opinion 
mining and sentiment analysis. There are different techniques 
as supervised and unsupervised word alignment models, 
nearest-neighbor identification, etc. suggested by different 
authors used for proper identification of products reviews are 
briefly explain here. After studying different techniques, the 
most suitable techniques are identified that performs efficient 
mining in large amount of database.  
 
Keywords: Data mining, Opinion targets, opinion words, 
opinion mining, Sentiment analysis, Natural Language 
Processing (NLP). 
 

I. INTRODUCTION 
 
Now a days, most of our daily activities are perform 

online. As like many of the banking transactions, all type of 
ticket booking, buying and selling of products, etc. With this, 
purchase of huge number of product by people by seating at 
their place is growing on increasing day-by-day. But how 
they come to know about that product’s usefulness and 
performance, this is done by thousands of reviews that are 
springing up on the Web. From these reviews, customers can 
obtain first-hand use of product information and direct 

supervision of their purchase actions with the help users 
who have already used it. These reviews, are helpful not only 
to the users but also for the manufacturers, as they can 
obtain immediate feedback that lead to the opportunities for 
improving the quality of their products in a timely manner 
[1]. Thus, mining opinions from online reviews has become 
an increasingly urgent and important activity that has 
attracted a great deal of attention from researchers. 

To increase customer satisfaction, it has become a 
necessary for online vendors to make their customers to 
review or to express opinions about products. Now, as there 
are thousands of reviews are present about particular 
product then, reading through all customer reviews is 
impractical for both customers and manufacturers. The web 
contains different kinds of opinions about product, as a result 
the problem of opinion mining from their reviews become an 
increasingly important activity. Opinion mining has been 
identified as an important research area in the field Natural 
Language Processing (NLP) [2]. Opinion mining is a type of 
natural language processing for tracking the mood of public 
from the reviews they provided about a particular product. 
Opinion mining, which is also called sentiment analysis, 
involves building a system to collect and categorize opinions 
about a product. Overall sentiment polarity of a product is 
not just satisfied always. In most cases, customers expect to 
find fine grained sentiments about an aspect or feature of a 
product that is reviewed.  

Generally, data mining is the technique used for 
searching from hidden patterns present in huge amount of 
data. Data mining scans via a huge volume of data to find out 
user intended patterns and correlations between several 
patterns. This requires the use of data analysis tool to 
determine previously unknown, valid patterns and 
relationships from the data. As online reviews are present in 
counts of thousands and from this much number finding out 
positive (good) reviews and negative (bad) reviews i.e 
analyzing opinions of the people requires some effective 
techniques. Thus, data mining technique is the way of getting 
analysis and prediction results more than gathering and 
running data. Opinion mining is one of the important factor 
in the domain of data mining and sentiment analysis. The 
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opinion mining is used to analyze the people’s opinions, 
emotions, assessments and attitudes about something. Along 
with the explosive growth of user created reviews, messages, 
web sites and social networks it has become a significant 
media for where millions of users can communicate their 
opinions [3]. And by applying proper and valid techniques 
and algorithms of data mining we have to extract proper 
concluding remarks that becomes useful for both customers 
and manufacturers. 
The opinion targets and opinion words is understand by 
following example: 
“This tab has a colorful and big screen than normal 
smartphone,  
But, its LCD resolution is very disappointing.” 

In the field of opinion mining, it is important to mine 
opinion targets, which is described as the objects or classes 
on which customers have articulated their opinions, 
classically as nouns, adjectives or phrases. In the above 
example, “screen” and “LCD resolution” are two opinion 
targets. This kind of list can be generated as an opinion target 
list from lots of online product reviews.  In addition, opinion 
words are the words that are used to express users’ opinions. 
In the above example, “colorful”, “big” and “disappointing” 
are three opinion words. As a result, opinion targets are most 
of the time product features or attributes and opinion words 
are expressions or adjectives that users mainly gives in 
positive or negative manner about products target. 

To mine and examine opinions from online reviews, 
it is unacceptable to simply attain the overall sentiment 
about a product. In many scenarios, users supposed to 
discover fine grained opinions about a characteristic or 
feature of manufactured goods that is examined. For this, one 
of the important technique that is identified is the word 
alignment model along with different approaches and 
techniques are used to investigate the number of document 
reviews more significantly. It usually used to estimate the 
opinion targets and opinion words [4]. Finally, candidates 
with higher confidence are extracted as opinion targets or 
opinion words. In further sections of this paper, all necessary 
attributes for opinion mining and sentiment analysis are 
studied in section II. Section III, shows different levels of 
opinion mining. In section IV, different techniques used by 
different authors for this opinion mining and sentiment 
analysis are studied and briefly explain as Literature review. 
Finally, in section V we conclude the paper. 
                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                               

II. METHODOLOGIES USED 
 

A. Data Mining 
Data mining is an interdisciplinary subfield of 

computer science. It is the computational process of 
discovering patterns in large data sets. It involves methods at 
the intersection of artificial intelligence, machine learning, 

statistics, and database systems.  The overall goal of the data 
mining process is to extract information from a data set and 
transform it into a user interested and understandable 
structure that can be used further. This fits for the case of 
extracting opinions from thousands of reviews.  Data mining 
not only involves the raw analysis step but also, it involves 
some data management aspects, data pre-processing, model 
and inference considerations, interestingness metrics, 
complexity considerations, post-processing of discovered 
structures, visualization, and updating [1]. Data mining 
mainly performs the analysis step called as "knowledge 
discovery from databases (KDD)" process. 
 

B. Sentiments 
Sentiment can refer to activity of five material senses that is 
hearing, sight, touch, smell, and taste associating them with 
or as something considered transcendental. It can also be 
defined as [6], 
An attitude, thought, or judgment prompted by feeling 
something and/or by performing  predilection.   
A specific view or notion:  opinion, Exhibition or 
manifestation of feeling or sensibility, or appeal to the tender 
emotions, in literature, art, or music.  
A romantic or nostalgic feeling verging on sentimentality 
Refined feeling, delicate sensibility especially as expressed in 
a work of arts 
 

C. Opinion mining / Sentiment analysis 
Opinion mining  also called as Sentiment analysis refers to 
the use of natural language processing, text analysis and 
computational linguistics to identify and extract subjective 
information from the source materials. Sentiment analysis is 
widely applied to reviews and social media for a variety of 
applications, ranging from marketing to customer service. 
These sentiment analysis involves building a system to 
collect and categorize opinions about a product. Automated 
opinion mining that mainly has to use machine learning, a 
type of artificial intelligence (AI), to mine text for sentiment 
[7].  Generally speaking, sentiment analysis aims to 
determine the attitude of a speaker or a writer with respect 
to some topic or it can have overall contextual polarity of 
complete document. The attitude may be someone’s 
judgment or evaluation, affective state or the intended 
emotional communication. 
 

D. Natural Language Processing (NLP) 
 Natural language processing is a field of computer 
science, artificial intelligence, and computational linguistics 
that concerned with the interactions between computers and 
human being i.e. (natural) languages. Mainly this NLP is 
related to the area of human–computer interaction. 
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 NLP is a way for computers to analyze, understand 
and derive meaning from human language in some smart and 
useful way [8]. By utilizing NLP, developers can organize and 
structure knowledge to perform tasks such as automatic 
summarization, translation, named entity recognition, 
relationship extraction, sentiment analysis, speech 
recognition, and topic segmentation. Some researchers used 
NLP in opinion mining from online reviews that helps 
customers in purchasing that products and manufacturers to 
make necessary changes in that products. 
 

E. Word Alignment Model 
This model develops opinion relation recognition as 

a word alignment process. It uses the word-based alignment 
model to execute monolingual word alignment. This is 
extensively used in several tasks such as collocation 
extraction of user’s opinions. In specific, if it to directly 
concerns the typical alignment model to this task, an opinion 
target candidate (noun or noun phrase) will arrange with the 
inappropriate words rather than potential opinion words 
(adjectives or verbs), such as prepositions and conjunctions 
[9]. Therefore, the scenario introduced some restrictions in 
the alignment model as follows: 
1) Nouns or noun phrases (adjectives/verbs) should be 
arranged with adjectives/verbs or a null word. Arranging to 
a null word implies that this word either has no modifier or 
modifies nothing; 
2) Other dissimilar words, such as prepositions, conjunctions 
and adverbs, could only support with themselves. 
 

F. Partially-Supervised Word Alignment Model 
 

The typical word alignment model is classically 
trained in a completely unsupervised manner, which may not 
obtain precise alignment results. Thus, to progress alignment 
process, the algorithm execute a partial supervision on the 
statistic model and utilize a partially- supervised alignment 
model to integrate partial alignment links into the alignment 
process. In this research, the partial alignment links are 
considered as conditions for the trained alignment model. 
 

 
III. LEVELS OF OPINION MINING 
 

There are mainly two approaches by using which we 
can perform the task of Opinion mining: Feature based 
opinion mining and Sentiment classification. In case of 
sentiment classification, the sentiment or opinion of the user 
is classified as positive or negative and then it will 
summarized to generate an opinion. But in case of feature 
based opinion mining, the features are selected from reviews 
and the sentiment is extracted after feature selection. There 

are mainly three levels of opinion mining; Document level, 
Sentence level and Entity or Aspect Level. These different 
levels of analysis are explained briefly as follows [10]:  
 
1. Document Level:  
As he name suggest the task at document-level analysis is to 
classify whether a whole document is expressing a positive 
or negative opinion. This level of opinion mining assumes 
that each document gives opinion about a single product or 
single topic.  
 
2. Sentence Level:  
In this type of analysis, the task is to identify each sentence 
and judge that weather it gives a positive, negative or neutral 
sentiment. Here Neutral is usually means this sentence does 
not give any opinion. This level of analysis is related to 
subjective classification, which distinguishes objective 
sentences that expresses factual information from subjective 
sentences. 
 
3. Entity and Aspect Level:  
Aspect level analysis performs fine-grain analysis. Aspect 
level is earlier called feature level. Instead of looking at 
language constructs that is documents, sentences, 
paragraphs, etc., aspect level directly look for opinion. It is 
based on idea that an opinion consists of a sentiment i.e. 
positive or negative and a target of opinion.  
 

IV. LITERATURE REVIEW 
 
There are lots of studies done by different authors that are 
paying attention on the task of opinion target and opinion 
word extraction. General textual inspection uses simple part 
of speech (POS) information that we are using on daily basis 
in our conversations For example, nouns, adjectives, adverbs, 
and verbs are the basic form of word-sense description. 
Some adjectives are good indicators of emotion and guide 
feature assortment that categorize the sentiment. By 
performing sentiment analysis and Also, selected phrases 
elected by pre-specified POS patterns, usually including an 
adjective or adverb, help detect sentiments. In this section, 
techniques and methods used by different researchers for 
opinion mining and sentiment analysis are describe briefly. 
 
The authors Kang Liu, Liheng Xu, and Jun Zhao [1] find out 
here that, in previous methods of mining the opinion 
relations between opinion targets and opinion words seems 
to be a key to collective extraction. To this end, the most 
adopted techniques have been nearest-neighbor rules and 
syntactic patterns. Nearest neighbor technique regards the 
nearest adjective/verb to a noun/noun phrase in a limited 
window as its modifier. Clearly, this strategy cannot obtain 
precise results because there exist long-span modified 
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relations and diverse opinion expressions. For addressing 
this problem, several methods exploited syntactic 
information, in which the opinion relations among words are 
decided according to their dependency in the parsing tree. 
And based on this, several heuristic syntactic patterns were 
designed. Another important is that, online reviews usually 
have informal writing styles, that may have grammatical, 
typographical and punctuation errors. This makes the 
existing parsing tools, which are usually trained on formal 
texts such as news reports that leads to generating errors. In 
the same way, these syntax-based methods, which heavily 
depend on parsing performance, suffer from parsing errors 
and often do not work well. 
 
The authors Hao Wang, Chen Zhang, Hongzhi Yin, Fanjiang 
Xu [11] in this paper, proposes a novel joint framework for 
opinion words and targets co-extraction. Unlike the existing 
propagation framework and pipeline framework, their 
framework combines propagation and refinement in a 
dynamic and iterative process. In the propagation process, 
generalized syntactic patterns can discover more potential 
opinion words and targets, thereby improving the extraction 
recall of the results. In the refinement process, an Opinion 
Relation Graph (ORG) model is construct to evaluate all the 
candidates including opinion words, opinion targets and 
syntactic patterns. In future they have to focus on improving 
the extraction accuracy by working on the refinement 
methods and to reduce the false results to increase the recall 
which is a side effect of rule refinement. Moreover the ORG 
model they have discover needs to be improve for more 
potential relations between opinion words and targets.  
 
The authors DONGYU LI, GUANG CHEN, YAN LI, WEIRAN XU 
[12] in this paper, proposed a novel system for opinion target 
extraction. Without syntax parser result, the system got high 
precision and recall rate. The method is robust and can be 
easily applied to other dataset with different theme. The 
study perform here is mainly on Chinese data. For Chinese 
reviews, they have proposed a module which can effectively 
find out the new word, and the important Chinese New Word 
detection will significantly improve the result. The word 
alignment is based on word frequency and other information, 
so we introduce the semantic method into the corpus and get 
better performance. The Machine Translation model is also 
widely used in other fields in Industry.  
 
The authors Pang and Lee [13], presented survey on 
sentiment analysis and opinion mining. In this survey they 
have explained opinion oriented information right of entry, 
challenges, opinion categorization and their summarization. 
Many researchers used machine learning methods for 
emotion examination. The techniques explained by the 
authors consists of guidance of classifier on the datasets and 

that uses the skilled model for classification of new 
documents. There are some another techniques that uses 
optional methods such as dictionary of word lexicons.                                            
 
The authors Hui Song, Jianfeng Chu, Yun Hu, Xiaoqiang Liu 
[14], in this paper design a system to extract opinion targets 
and opinion words from online comments and propose a 
novel approach for the extraction of subjective from implicit 
sentences. In order to extract it, they use the Wikipedia to 
build the associations between words and then use the 
cosine theorem to compute the words’ similarity degree. 
After all they can get the synonyms and use them to 
represent the implicit sentence’s real subjective word. The 
experiment results demonstrate that this method is effective. 
The limitations of this approach is, the result is not definitely 
high because of some limitations. One bottleneck is that 
Chinese parsing results is far from satisfactory. And some 
comments don’t obey the grammatical rules and popular 
network vocabulary is also used in the comments. So one still 
has to do improvement in this approach for handling lots of 
issues occurring. 
 
The authors G. Qiu, L. Bing, J. Bu, and C. Chen [15] proposed a 
Double Propagation method to expand sentiment words and 
opinion targets iteratively, where they also exploited 
syntactic relations between words. The main limitation of 
Qiu’s method is that, the patterns based on dependency 
parsing tree may introduce many noises for the large 
corpora. So for that extended Qiu’s method, besides the 
patterns used in old version is used. In this method authors 
adopted some other special designed patterns to increase 
recall. 
 
The authors Jayshri Vilas Borole, Nilesh Vani [16] observed 
that previous studies focused on opinion target extraction, 
which can be divided into two main categories: supervised 
and unsupervised methods. In supervised approaches, the 
opinion target extraction task was regarded as sequence 
labeling task. The main limitation of these methods is that 
labeling training data for each domain is time consuming and 
many times impracticable. In another part, mainly is 
unsupervised methods, similar to ours, most approaches 
regarded opinion words as the important indicators for 
opinion targets. An association rule mining algorithm and 
frequency information is used here to extract frequent 
explicit product features in a bootstrapping process. 
 
The authors Jin and Ho and Li et al. [17] both proposed to use 
supervised sequential labeling methods for topic and opinion 
extraction. Results showed that the supervised learning 
methods can achieve state-of-the-art performance on lexicon 
extraction. However, the limitations occurs as these methods 
need to manually annotate a lot of training data in each 
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domain. Recently, Qiu et al. proposed a rule-based semi-
supervised learning methods for lexicon extraction. 
However, their method requires to manually define some 
general syntactic rules among sentiment and topic words. In 
addition, it still requires some annotated words in the target 
domain to be identified. 
 
The authors P.Bharathi, PCD.Kalaivaani [18] in this paper, 
proposed a sentiment classifier to overcome the problem of 
domain dependency by using an automatically extracted 
sentiment sensitive thesaurus. The data used here is the 
labeled data from multiple source domains and unlabeled 
data from a source and target domains to compute the 
relatedness of features and construct a sentiment sensitive 
thesaurus to solve feature mismatch problem. This is a 
hybrid model that is created based on weakly supervised 
learning techniques. So it is portable to all other domains. It 
produces good performance results which demonstrate the 
flexibility of hybrid model for sentiment analysis task. But 
there is some work is needs to be done that overcomes the 
limitations of this approach. One is, after identifying 
document sentiment one is also able to identify the semantic 
orientation of specific components of the review which will 
help to improve the mining results. Another limitation is 
incremental learning of hybrid model parameters should get 
possible as this purpose has to face with new data. 
 
The authors Hui Zhang, Qiyun Zhao, Hao Wang, Chen Zhang, 
Fanjiang Xu [19] in this paper, proposes a novel dynamic 
propagation and refinement framework for opinion words 
and targets co-extraction. The methods proposed by authors 
is unlike the existing propagation framework and pipeline 
framework, as this methods combines propagation and 
refinement in an iterative process. The authors constructed a 
Opinion Relation Graph (ORG) for evaluating dependency 
patterns and the relations between opinions. The authors for 
pruning the false results adopted an automatic rule 
refinement to and update the rules for extraction for 
improving the performance. The experimental results 
indicate that this method achieves better performance over 
current state-of-the-art unsupervised methods. 
 

 
V. CONCLUSION 
 

As we have seen the purchase and sales of huge 
number of product online by people is growing on 
increasing. And this activity is performed successfully by 
reading product reviews given by customers who have used 
it earlier. So it becomes necessary to develop some 
techniques and methods for analyzing customer’s reviews as 
they are present in thousands. There are different terms and 
methods like opinion mining, sentiment analysis, word 

alignment model, etc. associated with this concept, this paper 
performs review on most of these important terms. Along 
with important terms, this paper performs the review on 
work done by different researchers earlier on this concept. 
There are different levels of opinion mining and according to 
our requirement opinions are generated. There are different 
techniques as supervised and unsupervised word alignment 
models, nearest-neighbor identification, etc. suggested by 
different researchers used for proper identification of 
products reviews are briefly explain here. All the techniques 
have some of their advantages and drawback, but as the 
requirement of the opinion mining is of much important, so it 
is necessary to develop and make improvements in 
techniques for opinion mining and sentiment analysis task. 
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