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Abstract: Visual tracking is a challenging process due to variations caused by various factors such as object deformation, 

occlusion, scale and illumination changes. In our proposed system, we tend to overcome these drawbacks by using expectation 

maximization algorithm and support vector machine. By using this algorithm, we can improve the accuracy while tracking of 

object or a person from a video. This tracking model is better in terms of efficiency and robustness. This tracker maintains a 

speed of approximately 45frames/sec. 
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1.INTRODUCTION: 

Visual Object tracking is a fundamental problem in image processing. It has various applications like motion analysis, video 

surveillance, human computer interaction and robot perception. Although there are many researches going on for the 

development of this process, it is still challenging due to some factors like appearance, pose change, occlusion etc. Hence it is 

necessary to develop better feature representation to achieve more effective tracking models. The intuition behind SFA is 

linked to the assumption that the information contained in a signal changes not suddenly, but slowly. Note, a signal generally 

contains high variation (caused by noise), nonetheless, it is the seldom varying features that mark the separation between 

informative changes. SFA extracts these features, as it selects the important attributes which change least over time. 

2.BLOCK DIAGRAM: 
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3.MODULES: 

o Select the target image from initial frame 

o Feature Extraction 

o Tracking 

 

3.1SELECT THE TARGET IMAGE FROM INITIAL FRAME: 

 An input sequence of color images, we summarize the generation of dynamic image tracking. We begin by cropping the region 

of a target in the initial frame .This window size is fixed. Compute the mean of the data within the window. 

3.2FEATURE EXTRACTION: 

In the marked object is given to the algorithm features are calculated using Expectation maximization algorithm. 

3.3TRACKING 

In each frame features are calculated this will be given to the machine learning the object is recognized and this will be tracked 

in every frame using support vector machine classifiers. 

4.SOFTWARE USED 

          MATLAB 8.3.0.532 (R2014a) 

The MATLAB is a Matrix laboratory which is used to solve many technical computing problems .It is used to access 

matrix software. It is used for simulation ,modeling and prototyping. 

5.OCCULISION DETECTION AND MODEL UPDATE: 

 At the time of tracking ,the target with no or slight occlusion is represented by positive templates. If there is a severe occlusion 

in the object it is represented not only by positive templates but also by negative templates. The occlusion are detected based 

on the criterion whether  negative templates are used to represent the target. If  more negative templates are used to 

reconstruct the target, it means the target is severly occuled. If more negative templates are used to reconstruct the target 

which is used for error detection rate. If  an occlusion is detected  the negative template is updated every 5 frames at that time 

no positive template is updated. If the reconstruction error in the positive sample is smaller than the threshold that is 0.5 ,the 

current tracking result is a good candidate to represent the target. After that the tracking result is added to the positive 

template set. After  that the best tracking results is added continuously, then the size of positive template is larger. 
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Fig. 1.Illustration of an occluded target is represented by positive templates and  negative templates 
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 6.QUALITATIV EVALUTION:   

 6.1 Heavy occlusion: 

            When the target is undergo occlusion, our Proposed system perfectly find an object in terms of rotation and position. 

But the previous method IVT L1APG and MTT are fail to locate an atd track the target in frames.Our proposed method is more 

accuracy than the previous methods. 

 

6.2 Shape deformation and Rotation variation: 

     The target is easily confused if it is  moving and change in appearance. But our proposed system could easily identify the 

object even there is change in appearance of the target. Only our proposed system can track an object upto an extent in the 

condition of complicated background and low light. 

6.3 Abrupt motion and camera shake: 

    It is difficult to predict an animal and human when they both undergo an abrupt motion and camera shake. Most of the 

trackers are failed to track  the target due to severe drifting in the sequence of an animal or human being. 

7.MOTIVATION: 

In video surveillance tracking a person or object from a video it took trillions of hours. Human labor is expensive. In 

our work, we use computer aided surveillance which is automatic. 

8.PRECISION AND SUCCESS PLOT: 
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9. FUTURE WORK: 

        We will develop learning tools to model the temporal relationship between cortical responses ,which may further improve 

tracking accuracy. Tracking humans across multiple cameras from different view points. 

10.CONCLUSION: 

 By using this method we can improve accuracy while tracking of an object or a person from video. In previous method due to 

occlusion and deformation in a video we cannot track an object or a person with more accuracy. By using Expectation 

maximization algorithm and support vector machine we get more accuracy. 
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