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Abstract - In text mining, sentence similarity is used as a 
criterion to discover unseen knowledge from textual database. 
Sentences with different structures may convey the same 
meaning. Paraphrase identification is defined as the task of 
deciding whether two given text fragments have the same 
meaning or not. This paper focuses on the detection of 
paraphrases in Tamil language using the statistical and 
semantic analysis of sentences. The statistical analysis 
calculates the similarity between two Tamil sentences based 
on Jaccard , Dice, Cosine and Word distance. The semantic 
analysis determines the similarity of two sentences based on 
Word order. The proposed approach utilizes machine learning 
algorithms like Support Vector Machine and Maximum 
Entropy for classification of given sentence pair using 
statistical and semantic features. The accuracy and 
performance of these methods are measured on the basis of 
evaluation parameters like accuracy, precision, recall and f-
measures. The combination of statistical and semantic 
similarity features helps to identify whether the pair of 
sentences is Paraphrase or not. 

 
Key Words:  Paraphrase Identification, Machine 

Learning Approach, Support Vector Machine, Maximum 

Entropy, Statistical Analysis, Semantic analysis. 

1. INTRODUCTION 
 

Paraphrase is the task of recognizing whether the text 
fragments have the same meaning. Paraphrase identification 
is important for information retrieval, information 
extraction, natural language processing, machine translation 
[25].It can be identified by calculating the similarity between 
the pair of the sentences. Paraphrase detection system 
improves the performance of a paraphrase generation by 
choosing the best sentences from the list of paraphrase 
sentences. This paper is mainly focuses on identifying 
whether the given sentences are paraphrase or not in Tamil 
language. To illustrate the concept of paraphrase consider 
the following sentence pair, 
S1:                                         

S2:                                         

                

These two sentences have the same meaning but that 
can be expressed by different texts. If the two sentences are 
similar, then words in the two sentences may or may not be 
similar[1]. Structural relations include relations between 

words and the distances between words. The similarity 
between sentences is measured based on statistical 
information of sentences[4]. The statistical similarity 
between two sentences are calculated based on word 
distance using Euclidean measures, word set using Jacquard 
and Dice measures, word vector using Cosine similarity 
measures. The semantic similarity between two sentences is 
calculated based on word order. The paper is organized as 
follows. Section 2 describes about the related work. Section 3 
represents the proposed approach and methodology. Section 
4 presents experimental results and evaluation. Section 5 
concludes the work. 
 

2. RELATED WORK 

Sentences with different structures may convey the 
same meaning[5]. Paraphrase identification mainly focuses 
on the statistical measures and semantic analysis of Tamil 
sentences to detect the paraphrases. The semantic 
representation of Universal Networking Language(UNL), 
represents only the inherent meaning in the sentence 
without any syntactic details. Combination of statistical 
similarity and semantic similarity score results the overall 
similarity score [4].  
 

The low-level features for paraphrase identification 
deals with the task of sentential paraphrase identification[2]. 
It focuses on the low-level string, lexical and semantic 
features which unlike complex deep ones do not cause 
information noise and can serve as a solid basis for the 
development of an effective paraphrase identification 
system. This experiment show the improvement of the 
paraphrase identification model based on the standard low-
level features. 
 

Machine learning techniques presents a machine 
learning approach for paraphrase identification which uses 
lexical and semantic similarity information. The main 
objective of machine learning techniques is to increase the 
final performance of the system. Sentence similarity focuses 
on computing the order information implied in the 
sentences[3]. The semantic similarity of two sentences is 
calculated using information from a structured knowledge 
and the incorporation of corpus statistics allows our method 
to be adaptable to different domains. 
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Paraphrase Acquisition Machine Learning presents the 
recognition and generation of paraphrases forms the heart of 
numerous analysis and synthesis tasks in information 
retrieval, information extraction, and natural language 
processing [7]. 

 
Measuring sentence similarity from different aspects 

proposes to determine sentence similarities from different 
aspects. It shows that the proposed method makes the 
sentence similarity comparison more exactly and gives out a 
more reasonable result[19]. 

 
Measuring semantic similarity is the objective of many 

works. Many measures perform well in evaluation 
framework for a specific task like synonymy extraction [18]. 
 

3. RELATED WORK 
 
In the proposed method, the statistical and the semantic 

analysis is used to determine the paraphrases. In this system, 
the statistical analysis is based on word set, word vector, 
word order, and word distance and semantic analysis is 
based on word order between sentences. The overall 
similarity is calculated by combining these two measures. 
The following Figure 1 represents the proposed system 
design. 

 

 
Fig-1 Proposed System Design 

 

3.1. Jaccard Similarity Measure    
 

Jaccard similarity is a word set based measure in 
which the word sets of the two sentences are taken into 
account for similarity calculation. Let w(Sa) be the set of 
words in first sentences Sa and w(Sb) be the set of words in 
second sentence Sb. After forming the word set, Jaccard 
similarity is computed using the equation 1. 

 

 3.2  Dice Similarity 
 

Dice Similarity is also a word set based measure. Let 
w(Sa) be the set of words in first sentence Sa and w(Sb) be the 
set of words in second sentence Sb. After forming the word 
set, Dice similarity is computed using the equation 2. 

 

   
3.3 Word Distance Similarity 

 
The Euclidean distance between points p and q is 

the length of the line segment connecting them. If the 
sentence p has words (p1,p2,…..,pn) and sentence q has words 
(q1,q2,…..,qn) then word distance of p and q are represented 
as follows. 
 
  p=(p1,p2,…..,pn) 
 
  q=(q1,q2,…..,qn) 
 
Then the similarity between p and q can be calculated based 
on the distance of words by using equation 5. 

     

 
 

3.4  Cosine Similarity 
 

In Cosine Similarity, Word vectors of sentences are 
constructed and they are assigned with weights.The words 
in w(Sa) and w(Sb) are assigned with weights, word vectors 
of Sa and Sbcan be represented as follows. 
 
v(Sa) ={ (w1,wa1),(w2,wa2),...............,(wi+j,wa(i+j))} 

 
v(Sb) ={ (w1,wb1),(w2,wb2),...............,(wi+j,wb(i+j))} 

 
Then the cosine similarity between sentences can be 
calculated based on the word vectors by using equation 8. 
    
 

 
 

3.5 Word Order Similarity 
 
Sentence similarity based on the word order 

requires constructing the order vectors of the two sentences. 

1 
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If the sentence Sa has words (wa1,wa2,......,wai) and sentence Sb 
has words (wb1,wb2,......,wbi) then word order vectors for Sa 
and Sb are represented as follows. 
 
L(Sa) ={ (wa1,wa2),(wa1,wa3),...............,(wa(i-1),wai)} 

 
L(Sb) ={ (wb1,wb2),(wb1,wb3),...............,(wb(i-1),wbi)} 

 
where (wx,wy) ϵ L(Sa) U L(Sb) means wx is before wy. Then 
the similarity between Sa and Sb can be calculated based on 
the orders of words by equation 11. 

 
 

 
 

3.6 Sample Sentences 
 
T1.Test_Tam0001 
S1= 

                                            

                    . 

S2=  . . ., 

                                                

                                        . 
T1.Test_Tam0002 

S1=                                             

      . 

S2=                                         . 
T1.Test_Tam0003 

S1=                                           

                             . 

S2=                                          

                                          . 
T1.Test_Tam0004 

S1=                                                 

                                   . 

S2=                                                 

                                    .5-

                                           . 

 
The above sentences are represented the syntactic 

analysis are word set, word distance and word vector and 
semantic analysis are word order are calculated values in 
below table 1. 
Table – 1: Syntatic and Semantic Measures 

 

 
 

4. PERFOMANCE EVALUATION 

One of the most commonly used corpora for 
paraphrase detection in Tamil language consists of 2500 
sentence pairs as training dataset and 900 sentence pairs as 

test dataset. The following evaluation measures are used in 
the proposed system. 

 

4.1 Accuracy 
 
Accuracy is the traditional way to measure the 

performance of the system[9]. It is the most common 
measure of classification process. It can be calculated as the 
ratio of correctly classified sentences to total number of 
sentences. It can be calculated using equation 12. 

 

    
  

4.2 Precision  
 

Precision is the faction of retrieved instances that 
are relevant. Precision is also used in recall. The usage of 
“precision” in the field of information retrieved differs from 
the definition of accuracy and precision[8]. It can be 
calculated using equation 13. 

 

       
 

4.3 Recall 
 
Recall in information retrieval is the fraction of the 

documents that are relevant and the recall is also referred to 
as the true positive rate or sensitivity. It can be calculated 
using equation 14. 

 

  
 
4.4 F-Measure 

 
F-Measure is a measure of test the accuracy and also 

define as the harmonic mean of precision and recall of the 
test[15]. It is required to optimize the system towards either 
precision or recall, which have more influence on final result. 
It can be calculated using equation 15. 

 

   
   

4.5 Sensitivity 
 

Sensitivity (also called the true positive rate, the 
recall, or probability of detection in some fields) measures 
the proportion of positives that are correctly identified as 
such. 
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4.6 Specificity 
 

Specificity (also called the true negative rate) 
measures the proportion of negatives that are correctly 
identified as such. 

 

 
The following table 2 represents the precision, recall 

and F-Measures values obtained using SVM and Max Entropy 
classifiers. The result shows that SVM classifier’s precision, 
recall and F-Measure values are high compared to Max 
Entropy classifier. 
 
Table -2: Precision, Recall and F-Measure Values 
 

Class 

Method 

Class Precision Recall F-Measure 

SVM Paraphrase 0.80 0.81 0.80 

Not 

Paraphrase 

0.73 0.72 0.72 

Max 

Entropy 

Paraphrase 0.74 0.66 0.70 

Not 

Paraphrase 

0.58 0.68 0.63 

 
The table 3 represents confusion matrix generated 

by SVM classifier for the given dataset. Out of 900 sentences, 
427 paraphrase sentences are identified as Paraphrase 
sentences. 104 paraphrase sentences are identified as not a 
paraphrase sentences. 99 not a paraphrase sentences are 
identified wrongly as paraphrase sentences. 270 not a 
paraphrase sentences are identified as not a paraphrase 
sentences. 

 
Table-3:  Confusion Matrix 

 

 
The table 4 represents the SVM classification 

Performance such as Sensitivity, Specification, Accuracy, 
Positive and Negative Predictive value. 

 
Table-4:  SVM Classification Performance 
 

SVM Sensitivity 0.8118 

SVM Specificity 0.7219 

Accuracy 0.7744 

Positive Predictive Value 0.8041 

Negative Predictive Value 0.7317 

 

5. CONCLUSION 
 

Paraphrase identification is important for text 
classification and retrieval. This paper represents methods 
for measuring the similarity between sentences based on 
syntactic and semantic word level information. After that the 
sentences are classified using two supervised machine 
learning algorithms, such as SVM and Max Entropy. In this 
paper we utilize sixteen different syntactic and semantic 
features to best represent the similarity between sentences. 
Two machine learning algorithms such as Support Vector 
Machine and Maximum Entropy have been considered for 
classification of given sentence pair into Paraphrase and 
Not-a-Paraphrase. The accuracy and performance of these 
methods are measured on the basis of parameters such as 
accuracy, precision, recall, F-Measure. The results show that 
SVM method outperforms than Max Entropy to identify 
paraphrases. 
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