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Abstract - Depression is one of the most prevalent Mental 
Illnesses. The purpose of this paper is to gauge the extent of 
depression using Sentiment Analysis. To this intent the authors 
employ Deep Learning Neural Networks to analyze social 
media posts and capture the emotions and habits displayed by 
its user. Using CNN the authors plan to be able to better deal 
with the obscurity which is often an obstacle in Sentiment 
Analysis. Regression analysis of these habits and emotions over 
a period of time will be used to determine the Depression 
Quotient of the user. Depending upon the severity, the user is 
provided with a detailed prognosis and general advice. 
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1. INTRODUCTION  
 
According to the World Health Organization (WHO), 
depression is the fourth largest disease in the world and 
suicide has been among the top three causes of death 
worldwide, leading to one death in every forty seconds. 
Almost every day many cases come up about people 
attempting to commit suicide due to depression. Almost 30% 
of internet users look for online healthy discussions mainly 
related to psychological and social aspects. The objective of 
this paper is to gauge a person’s mental health using their 
social media activity. Social networks have become a 
universal means of communication via expression of 
opinions, sentiments and sharing of different types of 
information. Most times, individuals are not vocal about 
their feelings in person. But they express their opinions 
more openly on social media platforms. Text analysis 
provides a more conclusive result to understand the inner-
workings and intentions of the human mind. 
 
The data for the paper is obtained from the users of social 
media by a regular input of information in the form of posts. 
The paper proposes the use of a 3 layered Deep Neural 
Network[1] architecture to analyze text and determine the 
emotions and habits displayed by the users. All the posts 
made during the period of 24 hours will be considered as a 
single unit or quantum. The analysis and results of all the 
quanta will then be subjected to regression analysis[2] and 
the final result will be produced. The result generated will be 
a score called the depression quotient (DQ), by means of 
regression plotting. The DQ generated will not only raise 
awareness about the widespread prevalence of mental 
health disorders, but also enable the affected individuals to 

seek the help they require. Based on the depression quotient, 
personal automated advice will be given to the people which 
will help them to deal with their problems. Also a prognosis 
will be offered whether the depression could lead to suicide.  
 

2. REVIEW 
 
Most of the depression self-diagnostic tools available online 
are in the form of questionnaires. While these are designed 
by psychologists and can be highly accurate, it is often the 
users that cheat the system. As has been reported by 
psychologists interviewed by the authors, patients tend to 
subconsciously hide their real intentions and feelings when 
answering these questionnaires.  
 
While systems have been developed to analyze text for 
emotions exhibited, the informal nature and imprecise use of 
grammar has been a hurdle in using traditional NLP[3] and 
Sentiment Analysis[4] tools like the Stanford CoreNLP[5]. 
Lack of proper grammar is the root of these troubles. 
 
These systems also only use crisp binary classification. They 
also fail to connect the emotions with their subjects. 
 

3. PROPOSED SYSTEM 
 
3.1 Principle 
 
In order to overcome the mentioned obstacles, the authors 
propose a system that discards the need of correct grammar. 
The proposed system takes into account only effects with 
relevant subject i.e. only when the user is talking about 
themselves or a subject with direct effect on them. To deal 
with the ambiguity of language, instead of strict allotment, 
every token is to be assigned to emotions to varying degrees 
based on consult from Psychologists.  
 

3.1 Methodology 
 
In order to accurately simulate a real world social media 
platform, a micro-blogging website is to be designed and 
deployed for the purpose of data collection. Users of the 
website posted about their day to day activities and 
thoughts. The process of collecting data was carried out for a 
period of 90 days. This raw data was then processed using 
Natural Language Processing(NLTK)[6] tools in Python to 
produce word bags[7] and frequency tables[8]. This step 
comprises of data collected every day and processed 
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accordingly for the particular time period. This information 
then forms the input to our Artificial Neural Network 
Model[9]. The first hidden layer works at the primary level, 
giving us the kind of emotion displayed. Unlike traditional 
methods, instead of distinct classification of words in 
sentiment categories, they’re to be to allotted to different 
categories with varying degrees of participation. This helps 
deal with the ambiguity of human language. 
 

 
 

Fig -1: The proposed 3 layer DNN model 
 

The second hidden layer relates these emotions with their 
subjects and determines their relevance to the originator of 
the data. The third hidden layer generates the flow of 
emotions and the relationships between different ideas 
present. The operation performed in the hidden layers is of 
convolution [10]. The output of this process is an aggregate, 
on a numerical scale, of all the emotions displayed in the 
particular time period.  
 

Algorithm: DNN Sentiment Analysis 
 
(1) Layer 1 Convolution (word frequency, POS tag, emotion 
bias) 

(2) Associate word frequency with POS tags 

(3) Perform Convolution with Emotion bias 

(4) Output is Convolution result 

(5) Layer 2 Convolution (Layer 1 output, Clause bias) 

(6) Perform Convolution of Layer 1 output and Clause bias 

(7) Output is Convolution result 

(8) Layer 3 Convolution (Layer 2 output, Factor bias) 

(9) Perform Convolution of Layer 2 output and Factor bias 

(10) Output is Convolution Result 

(11) Output Layer (Layer 3 output) 

(12) Perform aggregation of emotions 

(13) Output is Quantum Emotion 

 
The results of 90 days are then fed to regression and pattern 
recognition model[11]. Plotting the observed pattern and the 

regression line[12], emotional variance of the user is found 
out, which in turn determines the Depression Quotient of the 
user. This follows closely the procedure employed by 
Psychologists during patient evaluation. The use of 
regression provides with higher accuracy than classification 
as it is able to focus on the finer distinctions which are 
intrinsic to psychological evaluation. 
 

4. CONCLUSIONS 
 
The proposed system will be able to work on sentences 
without a proper grammatical structure. The method when 
employed will be able to differentiate between general 
thoughts and wonderings and those concerning the user. The 
use of regression will enable us to better analyze the 
generated data. 
 

REFERENCES 
 
[1]Tsubasa Minematsu; Atsushi Shimada; Rin-ichiro 
Taniguchi “Analytics of deep neural network in change 
detection” 2017 14th IEEE International Conference on 
Advanced Video and Signal Based Surveillance (AVSS) Year: 
2017 Pages: 1 - 6 

[2]Weigang Ma; Siyu Tan; Xinhong Hei; Jinwei Zhao; Guo Xie 
“A Prediction Method Based on Stepwise Regression 
Analysis for Train Axle Temperature”2016 12th 
International Conference on Computational Intelligence and 
Security (CIS) Year: 2016 Pages: 386 - 390 

[3]Ayse Goker; John Davies “The Role of Natural Language 
Processing in Information Retrieval: Searching for Meaning 
and Structure” Information Retrieval:Searching in the 21st 
Century Year: 2009 

[4]R. Cynthia Monica Priya; J. G. R. Sathiaseelan “An 
Explorative Study on Sentiment Analysis” 2017 World 
Congress on Computing and Communication Technologies 
(WCCCT) Year: 2017 Pages: 140 - 142 

[5]Manning, Christopher D., Mihai Surdeanu, John Bauer, 
Jenny Finkel, Steven J. Bethard, and David McClosky. 2014. 
The Stanford CoreNLP Natural Language Processing Toolkit 
In Proceedings of the 52nd Annual Meeting of the 
Association for Computational Linguistics: System 
Demonstrations, pp. 55-60. 

[6]Mykhailo Lobur; Andriy Romanyuk; Mariana 
Romanyshyn “Using NLTK for educational and scientific 
purposes” 2011 11th International Conference The 
Experience of Designing and Application of CAD Systems in 
Microelectronics (CADSM) Year: 2011 Pages: 426 - 428 

[7]Wen Pu; Ning Liu; Shuicheng Yan; Jun Yan; Kunqing Xie; 
Zheng Chen “Local Word Bag Model for Text Categorization” 
Seventh IEEE International Conference on Data Mining 
(ICDM 2007) Year: 2007 Pages: 625 - 630 

http://ieeexplore.ieee.org/search/searchresult.jsp?searchWithin=%22Authors%22:.QT.Tsubasa%20Minematsu.QT.&newsearch=true
http://ieeexplore.ieee.org/search/searchresult.jsp?searchWithin=%22Authors%22:.QT.Atsushi%20Shimada.QT.&newsearch=true
http://ieeexplore.ieee.org/search/searchresult.jsp?searchWithin=%22Authors%22:.QT.Rin-ichiro%20Taniguchi.QT.&newsearch=true
http://ieeexplore.ieee.org/search/searchresult.jsp?searchWithin=%22Authors%22:.QT.Rin-ichiro%20Taniguchi.QT.&newsearch=true
http://ieeexplore.ieee.org/document/8078550/
http://ieeexplore.ieee.org/document/8078550/
http://ieeexplore.ieee.org/document/8078550/
http://ieeexplore.ieee.org/document/8078550/
http://ieeexplore.ieee.org/document/8078550/
http://ieeexplore.ieee.org/document/8078550/
http://ieeexplore.ieee.org/document/8078550/
http://ieeexplore.ieee.org/document/8078550/
http://ieeexplore.ieee.org/xpl/mostRecentIssue.jsp?punumber=8055736
http://ieeexplore.ieee.org/xpl/mostRecentIssue.jsp?punumber=8055736
http://ieeexplore.ieee.org/document/8078550/
http://ieeexplore.ieee.org/document/8078550/
http://ieeexplore.ieee.org/search/searchresult.jsp?searchWithin=%22Authors%22:.QT.Weigang%20Ma.QT.&newsearch=true
http://ieeexplore.ieee.org/search/searchresult.jsp?searchWithin=%22Authors%22:.QT.Siyu%20Tan.QT.&newsearch=true
http://ieeexplore.ieee.org/search/searchresult.jsp?searchWithin=%22Authors%22:.QT.Xinhong%20Hei.QT.&newsearch=true
http://ieeexplore.ieee.org/search/searchresult.jsp?searchWithin=%22Authors%22:.QT.Jinwei%20Zhao.QT.&newsearch=true
http://ieeexplore.ieee.org/search/searchresult.jsp?searchWithin=%22Authors%22:.QT.Guo%20Xie.QT.&newsearch=true
http://ieeexplore.ieee.org/document/7820485/
http://ieeexplore.ieee.org/document/7820485/
http://ieeexplore.ieee.org/document/7820485/
http://ieeexplore.ieee.org/document/7820485/
http://ieeexplore.ieee.org/document/7820485/
http://ieeexplore.ieee.org/document/7820485/
http://ieeexplore.ieee.org/xpl/mostRecentIssue.jsp?punumber=7819579
http://ieeexplore.ieee.org/xpl/mostRecentIssue.jsp?punumber=7819579
http://ieeexplore.ieee.org/xpl/mostRecentIssue.jsp?punumber=7819579
http://ieeexplore.ieee.org/document/7820485/
http://ieeexplore.ieee.org/xpl/articleDetails.jsp?arnumber=8040519&queryText=natural%20language%20processing&newsearch=true
http://ieeexplore.ieee.org/xpl/articleDetails.jsp?arnumber=8040519&queryText=natural%20language%20processing&newsearch=true
http://ieeexplore.ieee.org/xpl/articleDetails.jsp?arnumber=8040519&queryText=natural%20language%20processing&newsearch=true
http://ieeexplore.ieee.org/xpl/articleDetails.jsp?arnumber=8040519&queryText=natural%20language%20processing&newsearch=true
http://ieeexplore.ieee.org/xpl/articleDetails.jsp?arnumber=8040519&queryText=natural%20language%20processing&newsearch=true
http://ieeexplore.ieee.org/xpl/articleDetails.jsp?arnumber=8040519&queryText=natural%20language%20processing&newsearch=true
http://ieeexplore.ieee.org/xpl/articleDetails.jsp?arnumber=8040519&queryText=natural%20language%20processing&newsearch=true
http://ieeexplore.ieee.org/xpl/articleDetails.jsp?arnumber=8040519&queryText=natural%20language%20processing&newsearch=true
http://ieeexplore.ieee.org/xpl/articleDetails.jsp?arnumber=8040519&queryText=natural%20language%20processing&newsearch=true
http://ieeexplore.ieee.org/xpl/bkabstractplus.jsp?bkn=8040095
http://ieeexplore.ieee.org/xpl/bkabstractplus.jsp?bkn=8040095
http://ieeexplore.ieee.org/search/searchresult.jsp?searchWithin=%22Authors%22:.QT.R.%20Cynthia%20Monica%20Priya.QT.&newsearch=true
http://ieeexplore.ieee.org/search/searchresult.jsp?searchWithin=%22Authors%22:.QT.J.%20G.%20R.%20Sathiaseelan.QT.&newsearch=true
http://ieeexplore.ieee.org/document/8074510/
http://ieeexplore.ieee.org/document/8074510/
http://ieeexplore.ieee.org/document/8074510/
http://ieeexplore.ieee.org/document/8074510/
http://ieeexplore.ieee.org/document/8074510/
http://ieeexplore.ieee.org/document/8074510/
http://ieeexplore.ieee.org/xpl/mostRecentIssue.jsp?punumber=8063674
http://ieeexplore.ieee.org/xpl/mostRecentIssue.jsp?punumber=8063674
http://ieeexplore.ieee.org/document/8074510/
http://ieeexplore.ieee.org/document/8074510/
http://ieeexplore.ieee.org/document/8074510/
http://ieeexplore.ieee.org/document/8074510/
http://ieeexplore.ieee.org/document/8074510/
http://ieeexplore.ieee.org/document/8074510/
http://nlp.stanford.edu/pubs/StanfordCoreNlp2014.pdf
http://nlp.stanford.edu/pubs/StanfordCoreNlp2014.pdf
http://ieeexplore.ieee.org/document/8074510/
http://ieeexplore.ieee.org/document/8074510/
http://ieeexplore.ieee.org/document/8074510/
http://ieeexplore.ieee.org/document/5744524/
http://ieeexplore.ieee.org/document/5744524/
http://ieeexplore.ieee.org/document/5744524/
http://ieeexplore.ieee.org/document/5744524/
http://ieeexplore.ieee.org/xpl/mostRecentIssue.jsp?punumber=5740545
http://ieeexplore.ieee.org/xpl/mostRecentIssue.jsp?punumber=5740545
http://ieeexplore.ieee.org/xpl/mostRecentIssue.jsp?punumber=5740545
http://ieeexplore.ieee.org/search/searchresult.jsp?searchWithin=%22Authors%22:.QT.Wen%20Pu.QT.&newsearch=true
http://ieeexplore.ieee.org/search/searchresult.jsp?searchWithin=%22Authors%22:.QT.Ning%20Liu.QT.&newsearch=true
http://ieeexplore.ieee.org/search/searchresult.jsp?searchWithin=%22Authors%22:.QT.Shuicheng%20Yan.QT.&newsearch=true
http://ieeexplore.ieee.org/search/searchresult.jsp?searchWithin=%22Authors%22:.QT.Jun%20Yan.QT.&newsearch=true
http://ieeexplore.ieee.org/search/searchresult.jsp?searchWithin=%22Authors%22:.QT.Kunqing%20Xie.QT.&newsearch=true
http://ieeexplore.ieee.org/search/searchresult.jsp?searchWithin=%22Authors%22:.QT.Zheng%20Chen.QT.&newsearch=true
http://ieeexplore.ieee.org/document/4470301/
http://ieeexplore.ieee.org/document/4470301/
http://ieeexplore.ieee.org/document/4470301/
http://ieeexplore.ieee.org/document/4470301/
http://ieeexplore.ieee.org/document/4470301/
http://ieeexplore.ieee.org/xpl/mostRecentIssue.jsp?punumber=4470209
http://ieeexplore.ieee.org/xpl/mostRecentIssue.jsp?punumber=4470209


          International Research Journal of Engineering and Technology (IRJET)       e-ISSN: 2395-0056 

                Volume: 05 Issue: 03 | Mar-2018                     www.irjet.net                                                                 p-ISSN: 2395-0072 

 

© 2018, IRJET       |       Impact Factor value: 6.171       |       ISO 9001:2008 Certified Journal       |     Page 780 
 

[8]Kei Tanaka; Kengo Terasawa “Character recognition of 
medieval English manuscripts supported by a word 
frequency table” 2015 3rd IAPR Asian Conference on Pattern 
Recognition (ACPR) Year: 2015 Pages: 700 - 704 

[9]Josep Carner; Albert Mestres; Eduard Alarcón; Albert 
Cabellos “Machine learning-based network modeling: An 
artificial neural network model vs a theoretical inspired 
model” 2017 Ninth International Conference on Ubiquitous 
and Future Networks(ICUFN) Year: 2017 Pages: 522 - 524 

[10] L. G. Arabadzhyan, N. B. Engibaryan, “Convolution 
equations and nonlinear functional equations”, Itogi Nauki i 
Tekhn. Ser. Mat. Anal., 22, VINITI, Moscow, 1984, 175–244; J. 
Soviet Math., 36:6 (1987), 745–791 

[11]  R. Srinivasan ;  M. Senthilraja ;  S. Iniyan “Pattern 
recognition of Twitter users using semantic topic 
modelling”;Published in: IoT and Application (ICIOT), 2017 
International Conference on 19-20 May 2017. 

[12] Kelly H. Zou, PhD Kemal Tuncali, MD Stuart G. 
Silverman, MD: “Correlation and Simple Linear Regression”, 
published:10.1148/radiol.2273011499 Radiology 2003; 
227:617–628 

 

http://ieeexplore.ieee.org/search/searchresult.jsp?searchWithin=%22Authors%22:.QT.Kei%20Tanaka.QT.&newsearch=true
http://ieeexplore.ieee.org/search/searchresult.jsp?searchWithin=%22Authors%22:.QT.Kengo%20Terasawa.QT.&newsearch=true
http://ieeexplore.ieee.org/document/7486593/
http://ieeexplore.ieee.org/document/7486593/
http://ieeexplore.ieee.org/document/7486593/
http://ieeexplore.ieee.org/document/7486593/
http://ieeexplore.ieee.org/xpl/mostRecentIssue.jsp?punumber=7484414
http://ieeexplore.ieee.org/document/7486593/
http://ieeexplore.ieee.org/document/7486593/
http://ieeexplore.ieee.org/document/7486593/
http://ieeexplore.ieee.org/document/7486593/
http://ieeexplore.ieee.org/document/7993839/
http://ieeexplore.ieee.org/document/7993839/
http://ieeexplore.ieee.org/document/7993839/
http://ieeexplore.ieee.org/document/7993839/
http://ieeexplore.ieee.org/document/7993839/
http://ieeexplore.ieee.org/document/7993839/
http://ieeexplore.ieee.org/document/7993839/
http://ieeexplore.ieee.org/document/7993839/
http://ieeexplore.ieee.org/document/7993839/
http://ieeexplore.ieee.org/document/7993839/
http://ieeexplore.ieee.org/document/7993839/
http://ieeexplore.ieee.org/document/7993839/
http://ieeexplore.ieee.org/document/7993839/
http://ieeexplore.ieee.org/document/7993839/
http://ieeexplore.ieee.org/xpl/mostRecentIssue.jsp?punumber=7985824
http://ieeexplore.ieee.org/xpl/mostRecentIssue.jsp?punumber=7985824
http://ieeexplore.ieee.org/xpl/mostRecentIssue.jsp?punumber=7985824
http://ieeexplore.ieee.org/document/7993839/
http://ieeexplore.ieee.org/search/searchresult.jsp?searchWithin=%22Authors%22:.QT.R.%20Srinivasan.QT.&newsearch=true
http://ieeexplore.ieee.org/search/searchresult.jsp?searchWithin=%22Authors%22:.QT.M.%20Senthilraja.QT.&newsearch=true
http://ieeexplore.ieee.org/search/searchresult.jsp?searchWithin=%22Authors%22:.QT.S.%20Iniyan.QT.&newsearch=true
http://ieeexplore.ieee.org/xpl/mostRecentIssue.jsp?punumber=8053488
http://ieeexplore.ieee.org/xpl/mostRecentIssue.jsp?punumber=8053488

