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Abstract -This paper gives the general overview of linked list 
and its various types. This research papers covers a brief 
history of the stacks and various operations of stack that is 
insertion at the top, deletion from the top, display of stack 
elements. In this we focus on how to insert an element in to 
stack, delete an item from the stack and display stack elements 
by using single linked list with program code. 
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1. INTRODUCTION 
 
A linked list, in simple terms, is a linear collection of data 
elements. These data elements are called nodes. Linked list is 
a data structure which in turn can be used to implement 
other data structures. Thus, it acts as a building block to 
implement data structures such as stacks, queues, and their 
variations. A linked list can be perceived as a train or a 
sequence of nodes in which each node contains one or more 
data fields and a pointer to the next node. 
 

2. TYPES OF LINKED LIST 
 

Linked lists are classified into following categories 
depending upon the number of pointers on the basis of 
requirement and usage. 
 

2.1 SINGLE LINKED LISTS 
 
A singly linked list is the simplest type of linked list in which 
every node contains some data and a pointer to the next 
node of the same data type. By saying that the node contains 
a pointer to the next node, we mean that the node stores the 
address of the next node in sequence. A singly linked list 
allows traversal of data only in one way. 
 

 
 

2.2 CICULAR LINKED LISTS 
 
In a circular linked list, the last node contains a pointer to 
the first node of the list. We can have a circular singly linked 
list as well as a circular doubly linked list. While traversing a 
circular linked list, we can begin at any node and traverse 
the list in any direction, forward or backward, until we reach 
the same node where we started. Thus, a circular linked list 
has no beginning and no ending. 

 
 

2.2 DOUBLE LINKED LISTS 
 
A doubly linked list or a two-way linked list is a more 
complex type of linked list which contains a pointer to the 
next as well as the previous node in the sequence. Therefore, 
it consists of three parts data, a pointer to the next node, and 
a pointer to the previous node as shown in Fig. 
 

 
 

2.3 CICULAR DOUBLE LINKED LISTS 
 
A circular doubly linked list or a circular two-way linked list 
is a more complex type of linked list which contains a 
pointer to the next as well as the previous node in the 
sequence. The difference between a doubly linked and a 
circular doubly linked list is same as that exists between a 
singly linked list and a circular linked list. The circular 
doubly linked list does not contain NULL in the previous field 
of the first node and the next field of the last node. Rather, 
the next field of the last node stores the address of the first 
node of the list, i.e., START. Similarly, the previous field of 
the first field stores the address of the last node. A circular 
doubly linked list is shown in Fig. 
 

 
 

2.4 HEADER LINKED LISTS 
 
A header linked list is a special type of linked list which 
contains a header node at the beginning of the list. So, in a 
header linked list, START will not point to the first node of 
the list but START will contain the address of the header 
node. The following are the two variants of a header linked 
list. 
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Grounded header linked list which stores NULL in the next 
field of the last node. 
 
Circular header linked list which stores the address of the 
header node in the next field of the last node. Here, the 
header node will denote the end of the list. Look at Fig which 
shows both the types of header linked lists. 
 

 
 

3.  STACKS 
 
Stack is an important data structure which stores its 
elements in an ordered manner. A stack is a linear data 
structure which uses the same principle, i.e., the elements in 
a stack are added and removed only from one end, which is 
called the TOP. Hence, a stack is called a LIFO (Last-In-First-
Out) data structure, as the element that was inserted last is 
the first one to be taken out. 
 

3.1 OPERATIONS ON A STACK 
 
A stack supports three basic operations: push, pop, and peek. 
The push operation adds an element to the top of the stack 
and the pop operation removes the element from the top of 
the stack. The peek operation returns the value of the 
topmost element of the stack. 
 

3.1.1 PUSH OPERATION 
 
The push operation is used to insert an element into the 
stack. The new element is added at the topmost position of 
the stack. However, before inserting the value, we must first 
check if TOP=MAX–1, because if that is the case, then the 
stack is full and no more insertions can be done. If an 
attempt is made to insert a value in a stack that is already 
full, an OVERFLOW message is printed. 
 

3.1.2 POP OPERATION 
 
The pop operation is used to delete the topmost element 
from the stack. However, before deleting the value, we must 
first check if TOP=NULL because if that is the case, then it 
means the stack is empty and no more deletions can be done. 
If an attempt is made to delete a value from a stack that is 
already empty, an UNDERFLOW message is printed. 
 

3.1.3 PEEK OPERATION 
 
Peek is an operation that returns the value of the topmost 
element of the stack without deleting it from the stack.  
However, the Peek operation first checks if the stack is 

empty, i.e., if TOP = NULL, then an appropriate message is 
printed, else the value is returned 
 

4. IMPLEMENTION OF STACK USING SINGLE LINKED 
LIST 
 

PUSH OPERATION 
 
The push operation is used to insert an element into the 
stack. The new element is added at the topmost position of 
the stack. Consider the linked stack shown in Fig 
 

 
 

Linked stack 
 
To insert an element with value 9, we first check if 
TOP=NULL. If this is the case, then we allocate memory for a 
new node, store the value in its DATA part and NULL in its 
NEXT part. The new node will then be called TOP. However, 
if TOP!=NULL, then we insert the new node at the beginning 
of the linked stack and name this new node as TOP. Thus, the 
updated stack becomes as shown in Fig. 
 

 
 

Linked stack after inserting a new node 
 

POP OPERATION 
 
The pop operation is used to delete the topmost element 
from a stack. However, before deleting the value, we must 
first check if TOP=NULL, because if this is the case, then it 
means that the stack is empty and no more deletions can be 
done. If an attempt is made to delete a value from a stack 
that is already empty, an UNDERFLOW message is printed. 
Consider the stack shown in Fig 

 

 
 

Linked stack 
 
In case TOP!=NULL, then we will delete the node pointed by 
TOP, and make TOP point to the second element of the linked 
stack. Thus, the updated stack becomes as shown in Fig 
 

 
 

Linked stack after deletion of the topmost element 
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5. CODE FOR IMPLEMENTATION OF STACK USING 
SINGLE LINKED LIST 
 
5.1 PUSH OPERATION 
 
void push(int st[], int val) 
{ 
if(top == MAX-1) 
{ 
printf("\n STACK OVERFLOW"); 
} 
else 
{ 
top++; 
st[top] = val; 
} 
} 
 

5.2 POP OPERATION 
 
int pop(int st[]) 
{ 
int val; 
if(top == -1) 
{ 
printf("\n STACK UNDERFLOW"); 
return -1; 
} 
else 
{ 
val = st[top]; 
top--; 
return val; 
} 
} 
 

5.3 PEEK OPERATION 
 
int peek(int st[]) 
{ 
if(top == -1) 
{ 
printf("\n STACK IS EMPTY"); 
return -1; 
} 
else 
return (st[top]); 
} 
 
 

6. CONCLUSION  
 
The technique of creating a stack using array is easy but the 
drawback is that the array must be declared to have some 
fixed size. In case the stack is a very small one or its 
maximum size is known in advance, then the array 
implementation of the stack gives an efficient 
implementation. But if the array size cannot be determined 
in advance, then the other alternative, i.e., linked 

representation, is used. The storage requirement of linked 
representation of the stack with n elements is O(n), and the 
typical time requirement for the operations is O(1). 
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