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Abstract - Recently, data mining and big data techniques 
and tools have become popular due to the development 
occurred daily in these research fields. In this paper, we have a 
look at  the most important techniques and tools used in both 
data mining and big data.  We focus on the challenges related 
to the data mining techniques, representing them by ten 
specific research questions. In addition, the challenges that the 
researchers must manipulate in the big data research filed are 
introduced with supported examples.  
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1. INTRODUCTION  
 

’... Knowledge Discovery is the most desirable end-product 
of computing. Finding new phenomena or enhancing our 
knowledge about them has a greater long-range value than 
optimizing production processes or inventories, and is 
second only to task that preserve our world and our 
environment. It is not surprising that it is also one of the most 
difficult computing challenges to do well ...’[1]. 

 
Current technological progress permits the storage and 

access of large amounts of data at virtually no cost. Although 
many times preached, the main problem in a current 
information-centric world remains to properly put the 
collected raw data to use. The true value is not in storing the 
data, but rather in our ability to extract useful reports and to 
find interesting trends and correlations, through the use of 
statistical analysis and inference, to support decisions and 
policies made by scientists and businesses [2, 3]. 

 
Before any attempt can be made to perform the extraction 

of this useful knowledge, an overall approach that describes 
how to extract knowledge needs to be established. Therefore, 
the focus of this paper is not on describing the methods that 
can be used to extract knowledge from data, but rather on 
discussing the methodology that supports the process that 
leads to finding this knowledge. The main reason for 
establishing and using process models is to organize the 
Knowledge Discovery and Data Mining (KDDM) projects 
within a common framework. The models help organizations 
to understand the Knowledge Discovery process and provide 
a road map to follow while planning and carrying out the 
projects. This in turn results in time and cost savings, and in a 
better understanding and acceptance of such projects. The 
first step is to understand that such processes are not trivial, 

but rather involve multiple steps, reviews and iterations. To 
date, there have been several attempts made to develop such 
models, with varying degrees of success [4, 5, 6]. 

 
 This paper summarizes the state-of-the-art in this subject 

area, and discusses future research directions. The main 
motivation for this paper is a lack of a comprehensive 
overview and comparison of KDDM models. Although several 
models have been developed that have received broad 
attention of both research and industrial communities, they 
have been usually discussed separately, making their 
comparison and selection of the most suitable model a 
daunting task. 

 
The rest of this paper is organized as follows: Section 2 

provides an overview about the classification task used in 
data mining and the corresponding techniques. Section 3 
discusses the clustering tasks of data mining. In section 4, 
neural networks techniques are explored. Artificial 
inelegance and its relationship with big data analytics is 
introduced in Section 5. The challenges and the 
corresponding research questions are provided in Section 6. 
Finally the paper is concluded in Section 7. 

 

2. Classification Task in Data Mining 
 
It is considered as a Supervised, where the training data 
(observations, measurements, etc.) are accompanied by 
labels indicating the class of the observations and new data is 
classified based on the training set [7, 8, 9, 10].  
 
Classification has two main steps, which are: 
 

1. Model construction: describing a set of 
predetermined classes 

 

Each tuple/sample is assumed to belong to a predefined class, 
as determined by the class label attribute. 
 

The set of tuples used for model construction is training set. 
The model is represented as classification rules, decision 
trees, or mathematical formulae. 
 

2. Model usage: for classifying future or unknown 
objects 

 

Estimate accuracy of the model. 
 

The known label of test sample is compared with the 
classified result from the model. 
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Accuracy rate is the percentage of test set samples that are 
correctly classified by the model. 
 
Test set is independent of training set (otherwise over fitting)  
If the accuracy is acceptable, use the model to classify new 
data. 
 

Note: If the test set is used to select models, it is called 
validation (test) set. 

 
Figure 1 and 2 illustrates the tow major steps of 

classification task. 
 

 
 

Figure -1: The first step of classification. 
 

 
 

Figure -2: The second step of classification. 
 

2.1 Bayes Classification Methods 
 
A statistical classifier: performs probabilistic prediction, i.e., 
predicts class membership probabilities [11, 12]. 
 
Foundation: Based on Bayes’ Theorem.  

Performance: A simple Bayesian classifier, naïve Bayesian 
classifier, has comparable performance with decision tree 
and selected neural network classifiers. 

Incremental: Each training example can incrementally 
increase/decrease the probability that a hypothesis is correct 
prior knowledge can be combined with observed data. 

Standard: Even when Bayesian methods are computationally 
intractable, they can provide a standard of optimal decision 
making against which other methods can be measured. 
 

2.2 Bayes’ Theorem: Basics 
 
Total probability Theorem: 
 
 
                                                                                                       (1) 
 
Bayes’ Theorem: 
 
                                                                                                            (2) 
 

1. Let X be a data sample (“evidence”): class label is 
unknown. 

2. Let H be a hypothesis that X belongs to class C.  

3. Classification is to determine P(H|X), (i.e., posteriori 
probability):  the probability that the hypothesis 
holds given the observed data sample X. 

4. P(H) (prior probability): the initial probability. 

5. P(X): probability that sample data is observed. 

6. P(X|H) (likelihood): the probability of observing the 
sample X, given that the hypothesis holds. 

 
2.2.1 Prediction Based on Bayes’ Theorem 
 
Given training data X, posteriori probability of a hypothesis H, 
P(H|X), follows the Bayes’ theorem [13, 14, 15]. 
 

Informally, this can be viewed as  posteriori = likelihood x 
prior/evidence. 

Predicts X belongs to Ci iff the probability P(Ci|X) is the 
highest among all the P(Ck|X) for all the k classes. 

Practical difficulty:  It requires initial knowledge of many 
probabilities, involving significant computational cost. 

 
Let D be a training set of tuples and their associated class 
labels, and each tuple is represented by an n-D attribute 
vector X = (x1, x2, …, xn). 

Suppose there are m classes C1, C2, …, Cm. 

Classification is to derive the maximum posteriori, i.e., the 
maximal P(Ci|X). 

This can be derived from Bayes’ theorem. Since P(X) is 
constant for all classes, only needs to be maximized. 
 

2.2.2 Naïve Bayes Classifier 
 
A simplified assumption: attributes are conditionally 
independent (i.e., no dependence relation between 
attributes) [16, 17, 18]: 
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                                                                                                       (3) 
 
 
This greatly reduces the computation cost: Only counts the 
class distribution 
 

If Ak is categorical, P(xk|Ci) is the # of tuples in Ci having value 
xk for Ak divided by |Ci, D| (# of tuples of Ci in D) 
 

If Ak is continous-valued, P(xk|Ci) is usually computed based 
on Gaussian distribution with a mean μ and standard 
deviation σ 
 

and P(xk|Ci) is  
 

                                                                                                       (4) 
 

1. Advantages:  
 

 Easy to implement  
 Good results obtained in most of the cases 

 
2. Disadvantages: 

 
 Assumption: class conditional independence, 

therefore loss of accuracy 

 Practically, dependencies exist among variables  
                 E.g.,  hospitals: patients: Profile: age, family history, 
                 etc. Symptoms: fever, cough etc., Disease: lung 
                cancer, diabetes, etc.  

 Dependencies among these cannot be modeled by 
Naïve Bayes Classifier 

 
2.2.3 Classifier Evaluation Metrics 

 
1. Precision: exactness – what % of tuples that the 

classifier labeled as positive are actually positive 

2. Recall: completeness – what % of positive tuples did 
the classifier label as positive? 

3. F measure (F1 or F-score): harmonic mean of 
precision and recall, 

4. Fß:  weighted measure of precision and recall 

 
3. Clustering Task in Data Mining 
 
Cluster: A collection of data objects, where it can be  similar 
(or related) to one another within the same group or 
dissimilar (or unrelated) to the objects in other groups [19]. 
Cluster analysis (or clustering, data segmentation). Finding 
similarities between data according to the characteristics 
found in the data and grouping similar data objects into 
clusters. 
 

Unsupervised learning: no predefined classes (i.e., learning by 
observations vs. learning by examples: supervised).  
 

3.1 Basic Steps to Develop a Clustering Task 
 

1. Feature selection 
      Select info concerning the task of interest. 

         Minimal information redundancy. 
2. Proximity measure 

         Similarity of two feature vectors. 
3. Clustering criterion 

          Expressed via a cost function or some rules. 
4. Clustering algorithms 

         Choice of algorithms. 
5. Validation of the results 

          Validation test (also, clustering tendency test). 
6. Interpretation of the results 

          Integration with applications. 

 
3.2 Measure the Quality of Clustering 
 

1. Dissimilarity/Similarity metric [20] 
 Similarity is expressed in terms of a 

distance function, typically metric: d(i, j). 
 The definitions of distance functions are 

usually rather different for interval-scaled, 
boolean, categorical, ordinal ratio, and 
vector variables. 

 Weights should be associated with different 
variables based on applications and data 
semantics/ 

 
2. Quality of clustering [21, 22] 

 There is usually a separate “quality” 
function that measures the “goodness” of a 
cluster. 

 It is hard to define “similar enough” or 
“good enough”.  

 
3.3 Considerations for Cluster Analysis 
 

1. Partitioning criteria 
 Single level vs. hierarchical partitioning 

(often, multi-level hierarchical partitioning 
is desirable). 

 
2. Separation of clusters 

 Exclusive (e.g., one customer belongs to 
only one region) vs. non-exclusive (e.g., one 
document may belong to more than one 
class). 

 
3. Similarity measure 

 Distance-based (e.g., Euclidian, road 
network, vector)  vs. connectivity-based 
(e.g., density or contiguity). 

 
4. Clustering space 

 Full space (often when low dimensional) vs. 
subspaces (often in high-dimensional 
clustering). 
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3.4 Major Clustering Approaches 
 

1. Partitioning approach [23]:  
 Construct various partitions and then 

evaluate them by some criterion, e.g., 
minimizing the sum of square errors. 

 Typical methods: k-means, k-medoids, 
CLARANS 

 
2. Hierarchical approach [24]:  

 Create a hierarchical decomposition of the 
set of data (or objects) using some criterion. 

 Typical methods: Diana, Agnes, BIRCH, 
CAMELEON. 

 
3. Density-based approach [25]:  

 Based on connectivity and density 
functions. 

 Typical methods: DBSACN, OPTICS, 
DenClue. 

 
4. Grid-based approach [26]:  

 based on a multiple-level granularity 
structure. 

 Typical methods: STING, WaveCluster, 
CLIQUE. 

 
5. Model-based [27]:  

 A model is hypothesized for each of the 
clusters and tries to find the best fit of that 
model to each other. 

 Typical methods: EM, SOM, COBWEB. 
 

6. Frequent pattern-based [28]: 
 Based on the analysis of frequent patterns. 
 Typical methods: p-Cluster. 

 
7. User-guided or constraint-based [29]:  

 Clustering by considering user-specified or 
application-specific constraints. 

 Typical methods: COD (obstacles), 
constrained clustering. 

 
8. Link-based clustering [30]: 

 Objects are often linked together in various 
ways. 

 Massive links can be used to cluster objects: 
SimRank, LinkClus. 
 

4. Neural Networks VS. Support Vector Machine 
 

A neural network learning algorithm. Started by 
psychologists and neurobiologists to develop and test 
computational analogues of neurons. A neural network: A set 
of connected input/output units where each connection has a 
weight associated with it During the learning phase, the 
network learns by adjusting the weights so as to be able to 
predict the correct class label of the input tuples Also referred 

to as connectionist learning due to the connections between 
units. Figure 3 illustrates the concept of neural network [31]. 

 

 
 

Figure -3: Neural network concept. 
 

An n-dimensional input vector x is mapped into variable y by 
means of the scalar product and a nonlinear function 
mapping. The inputs to unit are outputs from the previous 
layer. They are multiplied by their corresponding weights to 
form a weighted sum, which is added to the bias associated 
with unit. Then a nonlinear activation function is applied to it. 
Iteratively process a set of training tuples & compare the 
network's prediction with the actual known target value. For 
each training tuple, the weights are modified to minimize the 
mean squared error between the network's prediction and 
the actual target value. Modifications are made in the 
“backwards” direction: from the output layer, through each 
hidden layer down to the first hidden layer, hence 
“backpropagation”.  
 

Steps 
 

1. Initialize weights to small random numbers, 
associated with biases.  

2. Propagate the inputs forward (by applying 
activation function).  

3. Backpropagate the error (by updating weights and 
biases). 

4. Terminating condition (when error is very small, 
etc.) 

 

4.1 Neural Networks as a Classifier 
 

1. Weakness 
 

 Long training time . 
 Require a number of parameters typically best 

determined empirically, e.g., the network 
topology or “structure.” 

 Poor interpretability: Difficult to interpret the 
symbolic meaning behind the learned weights 
and of “hidden units” in the network. 
 

2. Strength 

 
 High tolerance to noisy data.  
 Ability to classify untrained patterns.  
 Well-suited for continuous-valued inputs and 

outputs. 



          International Research Journal of Engineering and Technology (IRJET)       e-ISSN: 2395-0056 

                Volume: 05 Issue: 05 | May-2018                     www.irjet.net                                                                 p-ISSN: 2395-0072 

 

© 2018, IRJET       |       Impact Factor value: 6.171       |       ISO 9001:2008 Certified Journal       |        Page 5 
 

 Successful on an array of real-world data, e.g., 
hand-written letters. 

 Algorithms are inherently parallel. 
 Techniques have recently been developed for the 

extraction of rules from trained neural networks. 

 
4.2 Neural Networks VS. Support Vector Machine 
 
A relatively new classification method for both linear and 
nonlinear data. It uses a nonlinear mapping to transform the 
original training data into a higher dimension. With the new 
dimension, it searches for the linear optimal separating 
hyperplane (i.e., “decision boundary”). With an appropriate 
nonlinear mapping to a sufficiently high dimension, data from 
two classes can always be separated by a hyperplane. SVM 
finds this hyperplane using support vectors (“essential” 
training tuples) and margins (defined by the support vectors) 
[32], as shown in Figure 4. 
 

 
 

Figure -4: Support vector machine concept. 
 

Table -1: SVM vs. Neural network. 
 

SVM Neural Network 
Deterministic algorithm. Nondeterministic algorithm. 

Nice generalization properties. Generalizes well but doesn’t 
have strong mathematical 
foundation. 

Hard to learn – learned in batch 
mode using quadratic 
programming techniques. 

Can easily be learned in 
incremental fashion. 

Using kernels can learn very 
complex functions. 

To learn complex functions—
use multilayer perceptron 

(nontrivial). 

 

5. Artificial Inelegance and Big Data Analytics 
 
Big [volume] Data is not new!. Big Data means different 
things to people with different backgrounds and interests. 
Traditionally, “Big Data” = massive volumes of data (E.g., 
volume of data at CERN, NASA, Google, …). Where does the 
Big Data come from?. Everywhere! Web logs, RFID, GPS 
systems, sensor networks, social networks, Internet-based 
text documents, Internet search indexes, detail call records, 
astronomy, atmospheric science, biology, genomics, nuclear 
physics, biochemical experiments, medical records, scientific 
research, military surveillance, multimedia archives. 

The Vs that define Big Data (Volume, Variety, Velocity, 
Veracity, Variability, and Value). 
 
Big Data by itself, regardless of the size, type, or speed, is 
worthless. But, Big Data + “big” analytics = value. With the 
value proposition, Big Data also brought about big challenges, 
such as effectively and efficiently capturing, storing, and 
analyzing Big Data and new breed of technologies needed 
(developed (or purchased or hired or outsourced).  
 

5.1 Big Data Technologies 
 

1. MapReduce 
2. Hadoop 

3. Hive 

4. Pig 

5. Hbase 

6. Flume 

7. Oozie 

8. Ambari 
9. Avro 

10. Mahout, Sqoop, Hcatalog, etc. 
 
Here, we focus on MapReduce and Hadoop.  

 
5.1.1 MapReduce 
 
MapReduce distributes the processing of very large multi-
structured data files across a large cluster of ordinary 
machines/processors. Goal - achieving high performance 
with “simple” computers. Developed and popularized by 
Google. Good at processing and analyzing large volumes of 
multi-structured data in a timely manner. Example tasks: 
indexing the Web for seearch, graph analysis, text analysis, 
machine learning. Figure 6 illustrates how MapReduce works 
[33]. 
 

 
 

Figure -4: MapReduce work concept. 
 

5.1.2 Hadoop 
 
Hadoop is an open source framework for storing and 
analyzing massive amounts of distributed, unstructured data. 
Originally created by Doug Cutting at Yahoo!. Hadoop clusters 
run on inexpensive commodity hardware so projects can 
scale-out inexpensively. Hadoop is now part of Apache 
Software Foundation. Open source - hundreds of contributors 
continuously improve the core technology. MapReduce + 
Hadoop = Big Data core technology [34]. 
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 How Does Hadoop Work? 
 

1. Access unstructured and semi-structured 
data (e.g.,  log files, social media feeds, other 
data sources). 

2. Break the data up into “parts,” which are 
then loaded into a file system made up of 
multiple nodes running on commodity 
hardware using HDFS. 

3. Each “part” is replicated multiple times and 
loaded into the file system for replication 
and failsafe processing. 

4. A node acts as the Facilitator and another as 
Job Tracker.  

5. Jobs are distributed to the clients, and once 
completed the results are collected and 
aggregated using MapReduce. 

 
6. Challenges and research Questions 
 
It’s no secret that both private enterprise and government 
seek greater insights into people’s behaviors and sentiments. 
Organizations use various analytical techniques—from 
crowdsourcing to genetic algorithms to neural networks to 
sentiment analysis—to study both structured and 
unstructured forms of data that can aid product and process 
discovery, productivity, and policymaking. This data is 
collected from numerous sources including sensor networks, 
government data holdings, company market lead databases, 
and public profiles on social networking sites [35]. 
 
Although data mining in one form or another has occurred 
since people started to maintain records in the modern era, 
so-called big data brings together not only large amounts of 
data but also various data types that previously never would 
have been considered together. These data streams require 
ever-increasing processing speeds, yet must be stored 
economically and fed back into business-process life cycles in 
a timely manner. 
 
Since the Internet’s introduction, we’ve been steadily moving 
from text-based communications to richer data that include 
images, videos, and interactive maps as well as associated 
metadata such as geolocation information and time and date 
stamps. Twenty years ago, ISDN lines couldn’t handle much 
more than basic graphics, but today’s high-speed 
communication networks enable the transmission of storage-
intensive data types. For instance, smartphone users can take 
high-quality photographs and videos and upload them 
directly to social networking sites via Wi-Fi and 3G or 4G 
cellular networks. We’ve also been steadily increasing the 
amount of data captured in bidirectional interactions, both 
people-to machine and machine-to-machine, by using 
telematics and telemetry devices in systems of systems. Of 
even greater importance are e-health networks that allow for 
data merging and sharing of high-resolution images in the 
form of patient x-rays, CT scans, and MRIs between 
stakeholders. Advances in data storage and mining 

technologies make it possible to preserve increasing amounts 
of data generated directly or indirectly by users and analyze 
it to yield valuable new insights. For example, companies can 
study consumer purchasing trends to better target 
marketing. In addition, near-real-time data from mobile 
phones could provide detailed characteristics about shoppers 
that help reveal their complex decision-making processes as 
they walk through malls. 
 
While big data can yield extremely useful information, it also 
presents new challenges with respect to how much data to 
store, how much this will cost, whether the data will be 
secure, and how long it must be maintained. For example, 
both companies and law enforcement agencies increasingly 
rely on video data for surveillance and criminal investigation. 
Closed-circuit television (CCTV) is ubiquitous in many 
commercial buildings and public spaces. Police cars have 
cameras to record pursuits and traffic stops, as well as dash-
cams for complaint handling. Many agencies are now 
experimenting with body-worn video cameras to record 
incidents and gather direct evidence from a crime scene for 
use in court, obviating the need for eyewitness versions of 
events.5 Taser guns also now come equipped with tiny 
cameras. Because all of these devices can quickly generate a 
large amount of data, which can be expensive to store and 
time-consuming to process, operators must decide whether it 
is more costeffective to let them run continuously or only 
capture selective images or scenes. 
 
Big data also presents new ethical challenges. Corporations 
are using big data to learn more about their workforce, 
increase productivity, and introduce revolutionary business 
processes. However, these improvements come at a cost: 
tracking employees’ every move and continuously measuring 
their performance against industry benchmarks introduces a 
level of oversight that can quash the human spirit. Such 
monitoring might be in the best interest of a corporation but 
is not always in the best interest of the people who make up 
that corporation. In addition, as big multimedia datasets 
become commonplace, the boundaries between public and 
private space will blur. Emerging online apps will not only 
enable users to upload video via mobile social networking but 
will soon incorporate wearable devices in the form of a digital 
watch or glasses to allow for continuous audiovisual capture. 
People will essentially become a camera.6 This publicly 
available data will dwarf that generated by today’s CCTV 
cameras. 
 
The challenges related to data mining and the corresponding 
research questions can be listed as follows: 
 

1. How effectively analysis information network?  
2. How to discover, understand and use of patterns? 
3. How to manipulate stream data mining efficiently? 
4. How to min moving object data, RFID data, and data 

from sensor networks? 
5. How to process spatiotemporal and multimedia data 

mining? 
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6. How to min text, Web, and other unstructured data 
in an efficient manner? 

7. How to model data cube-oriented multidimensional 
online analytical mining? 

8. How to visualize data mining? 
9. How to customize domain-specific data mining: 

Work in each scientific and engineering domain? 
10. How to ensure the privacy of the proceeded data? 

 

5. CONCLUSION 
 

In this paper, we introduce an overview about the data 
mining research filed and its relationship with big data and 
artificial inelegance. We give some details about the most 
important tasks used in data mining, which are classification 
and clustering. In addition, the concepts of neural networks 
and support vector machine are explained. Finally, we 
conduct the challenges related to both data mining and big 
data that must be taken into consideration to have an 
effective machine learning.  

 
In the future work, we intend to compare different data 

mining techniques based on some statistical model supported 
with specific criteria.  
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