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Abstract - Stock market prediction is the model of 
determining future values of a company’s stock prices. It helps 
people who have a great extent in investing their money in 
stocks and to achieve higher profits. It has been a great 
mystery for peoples to predict the stock prices as it depends on 
many factors of a company profile .Stock market keeps varying 
day by day .In this paper, a regression model is developed to 
predict the stock values of a company using regression. Every 
day more than 6000 trade companies enlisted in Bombay stock 
exchange (BSE) offers an average of 240000000+ stocks, 
making an approximate of 2000Cr+ Indian rupees in 
investment. Thus analyzing such a huge market will prove 
beneficial to all investors of the system. An application which 
focuses on the patterns generated in this stock trade over the 
period of time , and extraction the beneficial information from 
those patterns to predict the future behavior of the BSE stock 
market is necessary .An Application representing the graphical 
view of stocks values in visual form for user or investors to 
invest in a particular stock for higher profit is a key 
requirement .Many Researchers are analyzing the data to 
predict the stock prices but all of them has it’s own short 
coming .In this Model ,We proposed the application of Machine 
Learning using Python to predict Stock prices and it could be 
used to guide an investors decisions. The algorithm can be 
used for training set of market data collected by web 
scrapping for the period of any days. 

Key Words:  Machine Learning, Bombay Stock Exchange, 
Regression. 

1. INTRODUCTION  

Stock market is a collection of buyers and sellers which show 
their interest with the trading of stocks which are released 
by the companies for elevating the capital and are bought by 
the investors in order to get a portion of the company. Stock 
Market is always aggressive, you don’t know what will 
happen next as it is very difficult to predict the future stock 
price of the companies since it keeps fluctuating every day. 
As we all know a company’s stock depends on many factors 
and taking into account the nonlinearities and 
discontinuities of the factors which are considered to impact 
stock markets. Some of the reasons are like company related 
news, political events natural disasters etc. stock price 
prediction is one of the most important issues to be 
investigated in academic and financial researches [1]. 
Multiple Regression Analysis, Principal Component Analysis, 
Hurst Exponent Analysis, and Grey Relation Analysis can be 
used during this initial step [Ince and Trafalis, 2007; Hurst, 
1951; Kung and Wen, 2007].This Model of Prediction will 
focus exclusively on predicting the daily trend (price 

movement) of individual stock . This Model will make no 
attempt on deciding how much money to allocate to each 
prediction. In this present model Regression, Web Scrapping, 
Differential Evolution Optimization-based Fuzzy type-2 
Clustering are considered where regression which can be 
linear and multiple is a predictive method. 

 The remainder of the paper is organized as follows: Section 
2 describes the web scrapping method to extract data from 
the Bombay Stock Exchange [BSE] website itself. Section 3 
describes the application of Regression which consist of 
Multiple and linear regression analysis for the prediction.   
The structure of the Differential Evolution Optimization 
based Fuzzy type-2 Clustering system that is implemented in 
this paper is then presented in Section 4. The experiments 
and empirical results of proposed model are presented and 
described in Section 5. Finally, Section 6 provides a 
conclusion. 

2. WEB SCRAPPING  

Web Scrapping or Web Harvesting is a method of extracting 
data from the websites. It may access the World Wide Web 
directly using the Hypertext transfer protocol, or through a 
web browser. In this proposed model web scrapping is used 
to extract the stock prices of a certain company you want 
from the Bombay stock exchange website at any time, as you 
know prices fluctuates every day and will save it in a csv file 
which will be our training data for the regression analysis 
and it there will be uncertainty in the prices along with dates 
Then, here the Differential Evolution Optimization based 
Fuzzy type-2 Clustering system will start working. 

3. REGRESSION  

Regression is a predicting method whose outcome is based 
on the given input. The simplest regression Technique is 
linear regression whereas advanced regression technique is 
multiple regression. 

3.1 Linear Regression  

Linear regression is a statistical   Technique use to predict 
the relationship between the dependent and independent 
variable and is represented as V=Y+WX where V is the 
dependent variable and X is the independent variable, Y is a 
constant and W is the slope of the regression line. 

3.2 Multiple Regression analysis  

Recent studies in stock market prediction suggest that there 
are many factors which are considered to be correlated with 
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future stock market prices. Nonetheless, using too many 
financial and economical factors can overload the prediction 
system [Thawornwong and Enke, 2003; Hadavandi et al., 
2010; Chang and Liu, 2008; Esfahanipour and Aghamiri, 
2010]. As a Result , in initials to make our prediction strong 
and more exact we have the challenge to determine only 
those inputs variable which have the strongest forecasting 
ability, basically the main factors on which a company profile 
depends. IN our proposed model multiple regression 
analysis is performed on 24 economic variables to both 
reduce the dimensionality of the variable set and identify 
which variables have a strong relationship with the market 
price of the BSE index for the subsequent testing period [2]. 
Example variables include past prices, volume, technical 
indicators, T-bill rates, certificate of deposit rates, credit 
ratings, producer/consumer price indexes, industrial 
production levels, and money supply levels.  

The input variables including date and prices are collected 
through web scrapping. The variables with inappropriate t-
statistics and p-values are excluded from the list of inputs. 
According to the experiment results, the Multiple Regression 
Analysis method identified the 2-month T-bill (T-Bill3) rate, 
2- month Certificate of Deposit (CDR3) rate, past BSE Index 
price level, past Money Supply (M1) level, recent Industrial 
Production (IP) reading, and the recent Producer Price Index 
(PPI) as significant and relevant variables in the regression 
model (with p-values less than 0.005). Analysis of the t-
statistics and significance value of each variable suggested 
that these variables contain relevant information about the 
future stock prices. Given that the absolute t-statistics values 
of each variable was greater than 1 and the p-values (or 
significance values) are less than 0.005, the selected 
variables are believed to have strong forecasting ability. 

 BSE t+1 = -33.690 + (11.999*T-Bill3) + (1.365*IP) + 
(.059*M1) – (.781*PPI) – (9.124*CDR3) + (.955*BSE) (1) 

Table 1: Model Calculation Summary 

 

 The relationship generated from the regression (Equation 1) 
indicates that the BSEt+1 is a function of the intercept (-
33.690) plus various coefficients multiplied times the 
relevant variables. For this formula, positive changes in T-
Bill3t, SP500t, IPtí1, and M1tí1 have positive effects on the 
prediction of the stock market level for the next month 
(BSEt+1), while the positive changes of CD3t and PPtí1 have 
negative effects. The R-squared value of the model is 0.994, 
implying that the equation explains 99.4 percent of the 
variation of the future stock market price. 

 

4. DIFFERENTIAL EVOLUTION OPTIMIZATION-
BASED FUZZY TYPE-2 CLUSTERING  

Various researchers are applying Different types of 
clustering analysis in the various fields of science. There are 
two main types of clustering techniques first one is 
agglomerative hierarchical clustering and the other one is 
nonhierarchical clustering technique. The agglomerative 
hierarchical clustering methods are used as an explanatory 
statistical technique to determine the number of clusters of 
data sets, include Single, Complete, and Average linkage 
methods. These methods are appropriate for both qualitative 
and quantitative variables [Johnson and Wichern, 2002]. 
Fuzzy clustering is a well-established paradigm used to 
generate the initial type-2 fuzzy “If-Then” model [Hwang and 
Chung-Hoon Rhee, 2007]. For the proposed model, Fuzzy 
type-2 Differential Evolution-based Clustering is used since 
it has been proven to produce results that better suit the 
application of type-2 If-Then rules [Aliev et al., 2011]. This 
removes the uncertainty in choosing the “m parameter” 
existing in Fuzzy c-means by suggesting a solution for a 
range of its values covering {1.4, 2.6}, a meaningful range for 
“m.” Adequate choice of m is very important as it plays a 
visible role in forming the shape of resulting fuzzy clusters 
[Aliev et al., 2011]. As the experiments have shown, using a 
type-2 Fuzzy Clustering method provides better location of 
the cluster centers, and subsequently results in a better 
fuzzy rule model. This in turn allows capturing more 
uncertainty, while delivering higher robustness against the 
imprecision of the data. The objective function is as follows 
(with n data vectors, P = {p1, p2, . . . , pn} inputs; prototype vj 
of the jth cluster generated by the fuzzy clustering; 
membership degree uij of the I th data belonging to the j th 
cluster represented by the prototype vj): 

 

Figure 1:Equations of Fuzzy Clustering. 

In the proposed approach, minimization of the objective 
function (Equation 1)is done by Differential Evolution [Price 
et al., 2005]  since it acts as a global search algorithm and is 
expected to be more advantageous than standard Fuzzy c-
means for the case of a large number of highly-dimensional 
data vectors. Fragments of the Fuzzy type-2 IF-THEN model 
(rules) discovered by fuzzy clustering are shown below: 

 1) IF BSE is about 1222 AND T-Bill3 is about 1.69 AND CDR3 
is 2.96 AND PPI is about 136.93 AND M1 is about 498.56 
AND IP is about 12.37 THEN BSE is about 1044 ….. …… 
…………  

To…….. 

        R R Squared  Adjusted R 
Square 

Std. Error 
of Estimate  

0.996 0.994 0.994 35.64 
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 7) IF BSE is about 88.79 AND T-Bill3 is about 5.19 AND 
CDR3 is 5.90 AND PPI is about 97.40 AND M1 is about 
679.06 AND IP is about 50.49 THEN BSE is about 899.20. 

5. TOOLS/PACKAGES AND PLATFORM USED  

In the proposed system python is used as the programming 
language in which several packages are imported such as  

1. import Beautiful soup as Bs4 
2. import numpy  
3. import scipy 
4. import panda 
5. import scikit 
6. import tkinter 
7. import matplotlib 

 
Here, Beautiful Soup is used for web scrapping whereas 
numpy and pandas are used for the mathematical equations 
and functions and tkinter is used to develop interface so that 
the end user can interact and matplotlib is used to represent 
the predicted data on the graph. 
 

6. COMPUTER GENERATED ENVIRONMENT  

The goal of this proposed model is to determine the next 
stock price value by using the previous days data which is a 
numerical data. The dataset used for testing contains various 
records. As determined during regression analysis, the input 
included the 3- month T-bill (T-Bill3) rate, 3-month 
Certificate of Deposit (CDR3) rate, past BSE Index level, past 
Money Supply (M1) level, recent Industrial Production (IP) 
reading, and the recent Producer Price Index (PPI). The 
output was the next BSE Index value. 

For the simulation, the Differential Evolution-based Fuzzy 
type-2 clustering model included seven clusters, max 
iteration =1000, exponent =2, and population size=200. 
Parameters of the type-2 neural network (that was initiated 
during the clustering procedure) are further adjusted by the 
Differential Evolution algorithm on the training series (80% 
of all data). 

Table 2: Comparison of Performance of different Approach 

 RMSE 

TYPE -1 Approach  0.948 

Type -2 (the suggested approach) 0.909 

 

CONCLUSIONS AND RESULT 

The proposed model uses regression analysis as a ML 
technique with web scrapping which is followed by Fuzzy 
type-2 Clustering. A prediction system has been built that 
uses machine learning technique to produce periodically 
forecasts about stock market prices. The use of Prediction 
and regression helps us to find errors and improve accuracy 
of the system. It can be very useful for the investors to use 
this to gain maximum profit. 

There are many research directions which might be 
considered in the future work. Improving the accuracy of the 
predictive models is one of them. Accuracy can be improved 
by considering an entirely different aspect i.e., human 
sentiments. As future scope of stock market is limitless, the 
demand for its data analysis will be ever increasing. By 
changing only the training data, the proposed system can be 
used for any stock markets of other countries. With few 
altercations, the system can be used for various purposes 
such as predicting prices of commodities like gold, predicting 
the fuel consumption of a vehicle as well as monitoring 
health of a patient. 

 

 

 

 

 

 

 

 

 

 
Figure 2: Shows data of stock prices. 
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