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Abstract - In modern era networked world due to arise in 
crimes like computer hacking, illegal access of ATM and cell 
phone, security is the prime requirement. Thus, biometric 
techniques are used as authentication technique to prevent 
unauthorized access. Biometric system is a method to examine 
the unique physical or behavioural traits to determine a 
person’s identity. In our proposed paper we are proposing 
multimodal biometric system which gives more accuracy as 
compared to unimodal biometric systems. Multimodal 
biometric frameworks capture contribution from single or 
various sensors to gauge modalities of biometric qualities. This 
innovation utilizes more than one biometric identifier to think 
about the character of the individual. In this way, the 
framework utilizes three advancements i.e. face, copy and 
voice and if any of the innovation can't distinguish, the 
framework still utilize the other two to get precise outcomes. 
The fundamental goal of this paper is to utilize combination of 
these biometric procedures for execution upgrade, security, 
limits the framework blunder rates to accomplish better 
outcomes. 

Key Words:  Biometric, Multimodal Biometric, Security, 
Sensors, fingers, iris 

1. INTRODUCTION 

Biometrics, which represents to recognize an individual in 
view physiological or behavioral attributes, can recognize an 
approved individual and authorized user. Since biometric 
qualities are particular, can't be overlooked or lost and the 
individual to be validated should be physically present at the 
purpose of ID, biometrics is naturally more solid and more 
skilled than conventional learning based and token-based 
strategies[1]. In some certifiable applications, unimodal 
biometric frameworks frequently face some restrictions 
because of affectability to noise intra class changeability, 
information non-universality and different elements. 
Endeavoring to enhance the execution of individual 
matchers in such circumstances may not turn out to be very 
successful. Multimodal biometric frameworks appeared in 
Fig. beneath look to reduce some of these issues by giving 
numerous bits of proof of a similar character. This system 
will increase the performance that is not achieved by single 
biometric system. 

1.1 Fingerprint independence:  

Fingerprints are the edge and wrinkle designs on the tip of 
the finger and have been utilized broadly for individual 
recognizable proof of individuals. The organic properties of 
fingerprint arrangement are surely known and fingerprints 

have been utilized for ID purposes for a considerable length 
of time[2].However  since fingerprint-based biometric 
frameworks gives real identification with a high level of 
certainty and reduced strong state fingerprint sensors can be 
installed in different frameworks (e.g., PDAs), fingerprint-
based confirmation is ending up increasingly prevalent in 
various non-military personnel and business applications, 
for example, welfare dispensing, PDA access and PC login[3]. 

 

Figure1: logical structure of multimodal system 

1.2 Iris recognition: 

The iris is the clearly unmistakable, hued ring that 
encompasses the pupil. It is a solid structure that controls 
the measure of light entering the eye, with complex subtle 
elements that can be estimated, for example, striations, pits 
and wrinkles. The iris isn't to be mistaken for the retina, 
which lines within the back of the eye. There is no definite 
connection between the iris structures of even 
indistinguishable twins, or the right and left eye of a person. 

 

Figure2: Iris Recognition 
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Human recognition based on multimodal:-biometric 
frameworks has quickly expanded as of late keeping in mind 
the end goal to confirm, distinguish, and identify people that 
are liable to open or potentially closed framework 
association that, require security keys for the validation 
procedure. The presence of multimodal biometric 
frameworks was predominantly because of the constraints 
of unimodal biometrics including: 

i. As in fingerprint procured from various sensors so 
there must be introduced some noise. 
 

ii. Intra-class variety with various postures prefers in 
frameworks that are based on face recognition. 
 

iii. Uniqueness which is the measure of varieties or 
contrast in biometric design among the all 
community as close by geometry, and face have 
peculiarity issue. 
 

iv. Non-Universality by which the biometrics may not 
ready to gain important biometric information from 
a subset of people entered to the framework. 

v. Satire assaults like as in fingerprints satirizing. 

Because of these limitation the multimodal in 
biometric systems are utilized. 

2. LITERATURE SURVEY 

L.Best-Rowden et.al. suggested contemplated face ID of 
people of enthusiasm for unconstrained imaging situations 
with uncooperative subjects. Given a face media gathering of 
a man of intrigue (i.e., face pictures and video cuts, 3D face 
models worked from image(s) or video frame(s), face 
portray, and statistic data), we have exhibited an 
incremental enhancement in the ID precision of a COTS face 
coordinating framework [4].  X.Zhu et.al proposed by bound 
together model for face recognition, posture estimation, and 
point of interest estimation in certifiable, jumbled pictures. 
Our model depends on blends of trees with a mutual pool of 
parts; we display each facial historic point as a section and 
utilize worldwide blends to catch topological changes 
because of perspective. We demonstrate that tree-organized 
models are shockingly powerful at catching worldwide 
flexible misshaping, while at the same time being anything 
but difficult to advance not at all like thick diagram structure 
[5]. 

In this paper, proposed by Y. Kawaguchi, framework that 
takes the participation of understudies for classroom 
address. Our framework takes the participation naturally 
utilizing face recognition. Be that as it may, it is hard to 
appraise the participation unequivocally utilizing each 
consequence of face recognition autonomously on the 
grounds that the face identification rate is not adequately 
high. In this paper, we propose a strategy for assessing the 
participation absolutely utilizing every one of the after 
effects of face recognition acquired by nonstop perception. 

Nonstop perception enhances the execution for the 
estimation of the participation authors built the address 
participation framework in view of face recognition, and 
connected the framework to classroom address. These 
papers initially survey the related works in the field of 
participation administration and face recognition. At that 
point, it presents our framework structure and plan. Finally, 
tests are executed to give as proof to bolster our 
arrangement [7]. In this paper H. Ling et.al concentrated the 
issue of face recognition with age variety. To start with, we 
proposed a vigorous face descriptor, the angle introduction 
pyramid, for face check assignments crosswise over ages. 
Contrasted with already utilized descriptors, for example, 
picture power, the new descriptor is more vigorous and 
performs well on face pictures with extensive age contrasts. 
What's more, the pyramid strategy empowers the descriptor 
to catch various levelled facial data. In our investigations 
with correlation with a few procedures, the new approach 
exhibited exceptionally encouraging outcomes on two 
testing international ID databases [8]. 

M. Kafai et.al proposed strategy joins DCT area delicate 
hashing for productive closeness calculation. Analyses were 
performed on a tablet with Intel Core i7 CPU and 8GB of 
RAM. The time required to create the reference face 
descriptor (web based handling) for a given picture is 0.01 
second by and large with non-advanced code. In the 
outcomes demonstrated that the execution of DCT hashing is 
near straight sweep. The time expected to recover a test 
from a 40k size display utilizing DCT hashing is around 10 
ms, while direct output takes around 9000 Mrs. Likewise, the 
ideal opportunity for direct sweep increments straightly 
with the measure of the exhibition [9]. In this paper, G. Dave 
et.al., research different calculations for face recognition on 
cell phones.  Initial phase in any face recognition framework 
is face discovery. We explored calculations like shading 
division, layout coordinating and so forth for face 
identification, and Eigen and Fisher face for face recognition. 
The calculations have been first profiled in MATLAB and 
after that actualized on the DROID telephone. While 
executing the calculations, we made a trade-off amongst 
precision and computational many-sided quality of the 
calculation for the most part since we are actualizing the face 
recognition framework on a cell phone with constrained 
equipment abilities [10]. 

N. Neeru et.al Recognition of a face under various feelings is 
a testing subject. The work done in this paper is twofold. In 
the first place, nearby double example (LBP) and focus 
symmetric neighbourhood twofold example (CS-LBP) has 
been connected to extricate the nearby parallel components 
of the picture [12]. C. H. Liu et.al  Second, Euclidean 
separation, histogram convergence and chi-square 
separation is utilized for recognition of face. The execution is 
assessed on the Japanese Female Facial Expression (JAFFE) 
database and results are analysed as far as recognition rate 
and time taken for handling. It has been watched that CS-LBP 
gives preferable recognition rate rather over LBP in the 
event of various appearances of face. our outcomes propose 
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that upbeat faces created better personality recognition with 
respect to appalled faces, paying little respect to whether 
they were tried in a similar picture or another picture 
showing a nonpartisan demeanour. None of the other 
passionate expressions made quantifiable preferred 
standpoint for recognition memory. In general, our 
information loan additionally bolster for the cheerful face 
advantage for long haul recognition memory. Be that as it 
may, our point by point investigations additionally 
demonstrate that the upside of glad expression on character 
recognition may not be similarly perceptible from all other 
enthusiastic expressions [13]. 

In this report, M. Ma et.al increase the BU-4DFE dataset by 
adding distinctive lighting conditions to 3D pictures of 
subjects performing diverse outward appearances. At that 
point we build up a picture handling pipeline to amend the 
impacts of brightening on the pictures, wanting to protect 
high arrangement rate even in brutal lighting conditions. At 
that point we test our pipeline on two estimation: grouping 
precision in view of a LDA model and SIFT key point 
repeatability. For our outcomes, we found that our picture 
handling pipeline enhanced order precision when per-
shaping LDA to recognize pictures in dim lighting conditions. 
We didn't discover noteworthy change in key point 
discovery [14]. Divyarajsinh et.al proposed  Face Recognition 
(FR) frameworks have expanded because of their utilization 
in boundless applications, for example, biometric 
(distinguishing proof and validation), security (Banks, air 
terminals, and so on.) and reconnaissance (missing 
youngsters or finding outlaw lawbreakers) frameworks, and 
in addition picture and video ordering frameworks. FR has 
been a solid field of research since the 1990s, however still a 
long way from is dependable and more procedures are being 
developed every year. FR explore region primary challenges 
are, a few people faces recognition won't not fill in and in 
addition for others (for instance, long hair or facial hair, 
feelings, lighting, and foundation may give additional 
trouble). The vast majority of the exploration specialists 
firmly trust that feelings of a man assume the critical part in 
basic leadership [15]. 

N. Neeru et.al suggested the principle objective of this work 
is to build up a completely programmed face recognition 
calculation. Scale Invariant Feature Transform (SIFT) has 
sparingly been utilized as a part of face recognition. In this 
paper, a Modified SIFT (MSIFT) approach has been proposed 
to improve the recognition execution of SIFT. In this paper, 
the work is done in three stages. To start with, the 
smoothing of the picture has been finished utilizing DWT. 
Second, the computational multifaceted nature of SIFT in 
descriptor figuring is diminished by subtracting normal from 
every descriptor rather than standardization. Third, the 
calculation is made programmed by utilizing Coefficient of 
Correlation (CoC) rather than utilizing the separation 
proportion (which requires client communication) [16]. 
M.Murtaza et.al suggested entire overview of face 
recognition led under shifting outward appearances. So as to 
examine distinctive strategies, movement based, 

demonstrate based and muscles-based methodologies have 
been utilized as a part of request to deal with the outward 
appearance and recognition calamity. The investigation has 
been finished by assessing different existing calculations 
while looking at their outcomes as a rule. It additionally 
extends the extension for different scientists for noting the 
topic of successfully managing such issues [17]. 

3. METHODS AND MATERIAL 

In the existing system to match the score of images capturing 
from finger and iris print we was only using minutiae 
matching and edge detection. There is no way to handle the 
noise that occurs during capturing. 

 
Figure3: Flow Diagram of Existing Work 

In our proposed paper we are using multimodal biometric 
systems which capture finger print and iris images from a 
data set. After capturing images for identification of person 
we match the score by using minutiae matching and pattern 
matching techniques. The performance of the above 
proposed work will be improved by using median filtering to 
remove the noise that occurs during image capturing 
process. The accuracy of the system is improved by 
minimizing the PSNR, FAR, FRR and MSE etc minimizing the 
PSNR, FAR, FRR and MSE etc.  

 
Figure4: Flow Diagram of Proposed Work 
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ALGORITHM FOR MULTIMODAL BIOMETRIC 

Initialize: choose the depth of the model for each modality k 
and hidden-layer node nk. 

for j = 1 to 2 do 

H0,j = Xj 

for i = 1 to k do 

i. Randomly generating hidden-layer input weighting 
matrixWi,j and Bias matrix Bi,j; 

ii. Calculating hidden-layer output: 

Hi,j = g(Wi,jHi−1,j +Bi,j); 

iii. Computing ̂ βi,j using Equations (3) or (4) under the 
condition 

H = Hi,j, T = Hi−1,j; 

iv. Calculating Wi,j, 

Wi,j = ˆ(βi,j)T; 

v. update the hidden-layer output: 

Hi,j = g(Wi,jHi−1,j +Bi,j); 

end for 

end for 

Canonical correlation analysis: 

i. Calculate the variance of HT 
k,1 and HT k,2: Sxx = cov(Hk,1,Hk,1), Syy =      
cov(Hk,2,Hk,2) and Sxy = cov(Hk,1,Hk,2) 
 

ii. Calculate the matrixM: M = √Sxx∗Sxy∗ √Syy; 
 

iii. Make singular value decomposition for matrixM, 
obtain the largest singular value ρ and its 
corresponding left and right singular vectors U and 
V: [U,D,V] = SVD(M); 
 

iv. Calculate the linear coefficient vectors of HT k,1, HT 
k,2: Zx = √Sxx∗U,Zy = ?Syy∗V; 
 

v. Construct feature representation: Hk+1 = Zx +Zy. 
       Supervised training and testing: 

Applying simple technique to a new dataset 
[L,Hk+1] Computing ̂ βk+1 using Equation (3) or (4) 
under the condition H = Hk+1, T = L: 
 

DATASET USED 

The CASIA fingerprint dataset is utilized in proposed paper 
which is available at CVonline website. CVonline is an asset 
for PC vision, machine vision, picture examination and some 
visual psychophysics and visual neurophysiology. CVonline 
has larger scale database. In this paper finger dataset and iris 
dataset. These images are .jpeg Format, types of images are 
gray scale and all images sizes are 256 X 256. The dataset 
description as give below:- 

TABLE 1 : finger dataset 

 

TABLE 2:Iris dataset 
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4. RESULTS AND DISCUSSION 

All snapshots take the figure print input and listed it on the 
screen. 

i. Thinning Result: after the removal of unwanted 
regions the results are obtain. 

ii. Minutia Finding : the smallest details of the I and 
then to remove false Minutia 

iii. Region of Interest: Extract the regions from the 
input image that are necessary. 

iv. Orientation: Highlight the regions that are extracted 
from the image in landscape mode. 

v. Iris Validation: the iris is compared with the existing 
training set for validation. 

 

Figure5: Finger Input 

 

                       Figure6: Recognition of Interest 

   

Figure7: Orientation 

 

                       Figure8: Iris Validation 

Table 3: False Matching Rate (FMR) 

Result THRESHOLD=0.4 

FMR_EXISTING FMR_PROPOSED 

0.003401 0.003299 

0.003341 0.003187 

0.003023 0.002998 

0.002877 0.0027603 

0.002688 0.0026333 

 
Table 4: False Negative matching Rate (FNMR) 

FNMR_EXISTING FNMR_PROPOSED 

0.02356 0.02255 

0.02465 0.02256 

0.02543 0.02298 

0.02576 0.02312 

0.02676 0.02478 
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Graph1: False Matching Rate (FMR) 

 

         Graph2: False Negative matching Rate (FNMR)    
             

5. CONCLUSION & FUTURE SCOPE 

The proposed multimodal biometric frameworks with 
fingerprint and iris recognition look to lighten some of these 
issues by providing secure identification and authentication. 
The time requirements because of its different handling 
stages are overwhelmed by the choosing the sub division of 
the fingerprint picture and iris division methods given in this 
investigation. The versatile locality based combination in the 
multimodal framework is intertwined utilizing combination 
at the check arrange. The outcomes indicate enhancements 
in the fingerprint check stage and iris division process. The 
execution of the biometric framework demonstrates huge 
change particularly when tried on the moderate preparing 
cell phones. To increase accuracy and the reliability of 
biometric authentication, multimodal biometric can be used. 
This paper also gives results in the form of FAR, FRR, FTE 
that comes during data capturing.  The future extent of our 
work is to execute the combination of the numerous 
biometric prove amid the element extraction level for 
enhancing the exactness and preparing time of the 
framework. 
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