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Abstract-Normally, High Traffics and accidents are the 
leading causes of death worldwide. The Classification and 
Characterization for the algorithms are essential for these 
traffic . Data mining techniques have been used in real time 
applications due to its artificial intelligence nature. It is highly 
used in domain as it helps in better predictions and supports in 
decision making. This paper analyses the data using data 
mining technique called WEKA. The modified J48 classifier is 
used to increase the accuracy rate.  Some data mining 
classification algorithms (like J48, naïve-Bayes, decision tree 
and random-forest) are implemented on the dataset .  
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1. INTRODUCTION  
 
Traffic prediction is an important sector in terms of data- 
mining application [1, 2]. A wide variety of data sets differing 
in volume, variety and velocity are generated. The Traffics 
like low, High and Medium are the leading causes of death 
worldwide. Traffic on road networks is nothing but slower 
speeds, increased trip time and increased queuing of the 
vehicles. When the number of vehicles exceeds the capacity 
of the road, traffic occurs [3]. Nowadays, many countries 
suffer from the traffic problems that affect the transportation 
system in cities and cause serious dilemma [4,5].   
 
 It provides the step by step guide to build a classifier model 
using on data and then the model is tested using the test data 
and helps in making predictions. With the advancements of 
computing facility provided by computer science technology, 
it is now possible to predict traffic more accurately [6].  
 

1.1 WEKA Tool  
 
WEKA is a powerful tool as it contains both supervised and 
unsupervised learning techniques. WEKA is an efficient 
approach and outperforms other data mining approaches [7]. 
We use WEKA because it helps us to evaluate and compare 
data mining techniques (like Classification, Clustering, and 
Regression etc.)  conveniently on real data [8]. WEKA  is a 
well-known machine learning software written in Java, 
developed at Waikato University in New Zealand. The WEKA 

works and contains a collection of visualization tools and 
algorithms i.e. ].  random forest, naïve Bayes, decision tree, 
j48 classifier for solving real-world data mining problems 
and helps in traffic prediction.  
 

 1.2 Net Beans 
 
The Net Beans project consists of an open source IDE and an 
application platform that help developers to rapidly create 
web, enterprise, and mobile applications [9]. It offers a full-
fledged IDE that runs on multiple platforms. Many of the 
users and students were equally happy and comfortable with 
the net beans IDE [10,11].The main aim is to evaluate the 
performance of various classifiers and improvement is made 
by fusion of algorithms so as to make better prediction. 

 

2. RELATED WORK 
Mr. Chintan Shah et.al [1], explains discussion of various 
classification algorithms based on certain parameters like 
time taken to build the model, accurately and inaccurately 
classified instances etc. 
 
Dr. H.S. Sheshadri et.al[2], “Traffic employing and 
classification technique”, IEEE, DOI: 
10.1109/ICITCS.2015.7292973.  
 
Qiu jing et.al [3],Research and development of  network 
traffic prediction model computer enginerring and design,3rd 
ed,vol.33 pp.865-869,2012. 
 
Feng Huali et.al[4],Prediction of traffic based on Elman 
neural network,Guilin Chinese control and decision 
conference,2009,pp.1248-1252. 
 

A. Quinn et.al[5]. Traffic flow monitoring in crowded 
cities. In AAAI Spring Symposium on artificial 
intelligence for development,2010. 

B. C  Park et.al [6], Prediction of Network Traffic by 
Using Dynamic Billinear Recurrent 
Network(IEEE,2009)978-0-7695-3736-8.    
 

Hornik, K.et.al[7],Open-Source Machine Learning: R Meets 
Weka, Journal of Computational Statistics - Proceedings of 
DSC 2007, Volume 24 Issue 2, May 2009 
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[doi>10.1007/s00180-008-0119-7]. Hunyadi, D., Rapid 
Miner E-Commerce, Proceedings of the 12th WSEAS 
International Conference on Automatic Control, Modelling & 
Simulation, 2010.  
 
Han, J.et.al[8], Data Mining Concepts and Techniques . San 
Fransico,CA:Morgan Kaufmann Publishers, 2011. 
 
Kollinget.al[8], Journal of Computer Science Education, Vol 
13,no.4 December 2003. 
 
Stoleret.al[10], “Java Programming Environments”, Master’s 
Thesis,Rice University,April 2002. 
 
UCI Machine Learning Repository[11], Available at: http:// 
http://archive.ics.uci.edu/ml/, (Accessed 22 April 2011). 
 

3. DATA COLLECTION AND PROPOSED 
METHODOLOGY 
 
The dataset for analysis is collected from UCI (repository  
dataset)[11]. The UC Irvine Machine Learning Repository is 
hosted by the Center for Machine Learning and Intelligent 
Systems at UC Irvine. They maintain data as a service to the 
machine learning community. Currently maintain 429 
dataset which helps in machine learning repository 
community. Over the last two decades there has been an 
explosive growth in online data storage of various methods. 
These large datasets have motivated the rapid development 
of data mining methods. In this paper, an online repository of 
large and difficult data sets are being gathered. This 
repository includes high-dimensional data sets as well as 
data sets of different data types (time series, spatial data, and 
so forth). The primary role of the repository is to enable 
researchers in data mining (including computer scientists, 
statisticians, engineers, and mathematicians) to scale 
existing and future data analysis algorithms to very large 
data sets. This repository will play a substantial role in the 
gap between research-oriented algorithm development in 
the laboratory and the real-world practicalities and 
challenges of very large data sets. Data are available for 
Annual Average Daily Flows (AADF s) for count points on 
major roads(motorways and A roads)and minor roads(B,C 
and unclassified roads) .Traffic figures for major roads are 
also available (in  vehicle kilometers and vehicle miles).AADF 
figures are produced for each junction to junction link on the 
major road network for every year. Only a sample of points 
on the minor road network is counted each year and these 
counts are used to produce estimates of traffic growth on 
minor roads. 
 
 
 
 

4. RESEARCH WORK WITH DATASET ANALYSIS  
 
A. NAÏVE BAYES: Naïve Bayes classifier is one of the efficient 
and highly scalable inductive learning algorithm which is 
trained in a supervised learning strategy [12]. It assumes all 
the attributes are conditionally independent for evaluating 
class conditional probability [13]. 
 

B. J48 CLASSIFIER: It is a tree based classifier which is 
used in classification of algorithms [14].It builds decision 
tree and then applied this tree to all instances of the dataset. 
It uses the concept of Information gain to choose the best 
split [15].Root node is selected which has maximum 
information gain of the attribute.  
 

Out of 1187 instances, 1170 are classified 

 
 

Fig. 1J48  classifier output 
 
accurately which results in higher accuracy rate of 99% and 
17 are incorrectly classified. 
 

C. RANDOM FOREST: This algorithm builds a randomised 
decision tree in each iteration of the algorithm and produces 
excellent predictors. Every sub tree gives a classification and 
provides the tree votes for  that class [16][17]. Then the 
classification is done which is having the most votes. The 
following are the basic steps in the algorithm: 
 
i) Suppose the number of samples in the training set 

is X, then these samples will be the training set for 
building the tree. 

  
ii)Suppose there are Y input variables, a number y<<Y is 
specified as at every node, m variables are selected randomly 
out of Y and then the best split on these y is used to split the 
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node. The value of y is unchanged during the forest build 
[18].  
  
iii) Every sub tree is built to the largest extent possible.Out 
of 1187instances, 1170are classified accurately which results 
in higher accuracy rate of 97% and 17 are incorrectly 
classified. 

 
 

Fig. 2 Random forest classifier output. 
 

D. SUPPORT VECTOR MACHINE: In machine learning, 
support vector machines are supervised learning models 
with associated learning algorithms that analyze data used 
for classification and regression analysis. The support vector 
clustering algorithm created by Hava Siegelmann and 
Vladimir Vapnik applies the statistics of support vector 
machines algorithm, to categorize unlabeled data, and is one 
of the most widely used clustering algorithms in applications. 
Out of 1187instances, 1170are classified accurately which 
results in higher accuracy rate of 98.56% and 17 are 
incorrectly classified. 
 

 

 
Fig. 3 Support vector machine classifier output 

 
This section compares the classification accuracy of the 
supervised algorithms namely Naïve Bayes, J48, Random 
Forest and support vector machine. All simulations were 
performed using WEKA machine learning environment 
which consists of collection of popular machine learning 
techniques that can be used for practical data mining.  
 

 

 
Fig. 4 Naïve Bayes classifier output 
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5. CONCLUSION AND FUTURE SCOPE 
 
This work evaluates the Traffic n using different machine 
learning algorithms by WEKA Tool. Compare the results in 
terms of time taken to build the model and its accuracy. 
WEKA is an efficient approach and outperforms other data 
mining approaches. This work shows the Random Forest is 
best classifier for Traffic of WEKA tool because it runs 
efficiently on large datasets. In future we will use different 
classifiers on different datasets and evaluating the 
performance of each classifier. 
 

 

 
Fig. 5 Graphical representation of classifiers 
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