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Abstract: Water is the most used resource of planet earth.
Itis no secret that every human application depends on it in
one way or the other. However, the quality of water is being
degraded every year due to rapid industrialization and
urbanization by man in his quest for development and also
due to natural activities. Water Pollution in India is a major
problem which calls for special attention by the state water
departments and the local citizens. In this Research Paper,
we aim to establish a regression co-relation between the
chemical parameters affecting the water quality standards
using various water modelling techniques like Artificial
Neural Network(ANN) , Multi linear regression (MLR) and
Factor Analysis (FA) and analyze and compare the results
given by them.
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1. INTRODUCTION

Water pollution of the river Yamuna is a serious setback
for the city of Delhi, which with its ever growing
population of more than 15 million depends on the quality
of water for various purposes such as drinking, washing,
cleaning, flushing etc. The chemical parameters that we
have considered for our research are pH of the water, BOD
(Biological Oxygen Demand), Total Coliform Bacteria of
water, Dissolved Oxygen and COD (Chemical Oxygen
Demand). We obtained the raw values of the chemical
parameters for a duration of 31 months from January 2014
to July 2016 from the Central Pollution Control Board
(CPCB) for 5 stations of the Yamuna, namely, Palla,
Nizamuddin, Agra Canal, Okhla after meeting Shahdra
Drain and Agra Canal at Madanpur Khadar. With the
advent of technology and Computer Science, we now have
softwares which have the ability to predict the regression
co-relation of these chemical parameters with each other.
We have used, Factor Analysis, ANN and MLR for this
purpose. By performing the Factor Analysis we expressed
values of the raw data as a function of a number of possible
causes in order to find which chemical parameter is most
important. We came to the observation that the most
affected chemical parameters were DO and BOD. So, we
kept the DO and BOD as single independent variables
alternatively, and performed regression on them.
Regression basically tells us how accurate our co-relation
formed from these operations are.

2. OBJECTIVE

e To determine the variance in the data of yamuna
river from different stations using multivariance
regression and artificial neural network.

e To find out the similarities and dissimilarities
within the different blocks of our study area based
on water quality using artificial neural network.

3. Methodology

The necessity of building a model using the above
mentioned three techniques is to differentiate between a
precise format which would be able to predict the values of
the pollutant concentration, with inputs being the
meteorological parameters, in such a way so that the role
of these parameters on water quality can be understood
and the error between the predicted and the observed
values is minimum using regression analysis. The collected
data for all the five stations was preprocessed i.e.
normalized in the range of 0.1-0.8. This normalization is
done to tone down the input values in a specific range.
Normalization is done to obtain precise results on the data
set.

3.1 P-Value Test

The P value, or calculated probability, is the probability of
finding the observed, or more extreme, results when the
null hypothesis of a study question is true - the definition
of ‘extreme’ depends upon how the hypothesis is being
tested..Pis also described in terms of rejecting HO when it
is actually true, however, it is not a direct probability of
this state. The null hypothesis is usually a hypothesis of "no
difference". The only situation in which one should use a
one sided P value is when a large change in an unexpected
direction would have absolutely no relevance to the study,
which is unusual. The term significance level (alpha) is
used to refer to a pre-chosen probability and the term "P
value" is used to indicate a probability that is calculated
after a given study.

3.2. F.A. (Factor Analysis)

Factor analysis is a statistical method used to describe
variability among observed, correlated variables in terms
of a potentially lower number of unobserved variables
called factors. For example, it is possible that variations in
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six observed variables mainly reflect the variations in two
unobserved (underlying) variables. Factor analysis aims to
find independent latent variables. In other words, using
Factor Analysis we expressed values of the raw data as a
function of a number of possible causes in order to find
which chemical parameter or which ‘factor’ is most
important. We came to the observation that the most
critical chemical parameters were DO and BOD. So, we kept
the DO and BOD as single independent variables
alternatively, and performed regression on them.

4. Multiple Linear Regression (MLR)

MLR is a method used to model the linear relationship
between a dependent variable (pollutant concentration in
our case) and one or more independent variables
(meteorological inputs in our case). The statistical
technique is used to measure the relationship between the
dependent variable and the independent variable up to a
precision level where the predicted values are brought
close to the observed ones at 0.05 significance level and
95% confidence interval.

5. Artificial Neural Networks (ANN)

6. RESULTS AND DISCUSSIONS
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In this study two variables, were modelled using three
different statistical techniques where, models obtained
from neural network shows maximum correlation with the
observed Values for all the five air monitoring stations. The
data was divided as 70% for training and 30% for testing.
The overall R value was found to be maximum in case of
neural network, as high as 0.95, explaining the relationship
between dependent and independent variables to utmost
precision. Though there are numerous factors that affect
performance of neural networks like lack of data or over
training. The data collected from the central pollution
control board (CPCB) is authentic but sometimes the
readings are missed due to improper functioning of
pollutant measuring instrument thus, proper care should
be taken while computing the pollutant. Also, the
meteorological measurements are taken at a different
station but should be taken on the same station used for
monitoring air quality, thereby reducing the chances of
error. This study focusses primarily on the two variables
where as if more variables like, ph, cod, temp, are also
measured, predictions can be improved. Modelling
approach serve a baseline for future research.
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