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Abstract - The most arduous task in any organization is 
attendance marking. In this paper we proposed an automated 
attendance management system which tackles the 
predicament of recognition of faces in biometric systems 
subject to different real time scenarios such as illumination, 
rotation and scaling. This model incorporates a camera that 
captures input image, an algorithm to detect a face from the 
input image, encode it and recognize the face and mark the 
attendance in a spreadsheet and convert it into PDF file. The 
system camera of an android phone captures the image and 
sends it to the server where faces are recognized from the 
database and attendance is calculated on basis of it. 
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1. INTRODUCTION  

Face recognition is a biometric technique which involves 
determining if the image of the face of any given person 
matches any of the face images stored in a database. This 
problem is hard to solve automatically due to the changes 
that various factors, such as facial expression, aging and even 
lighting, can cause on the image. Among the different 
biometric  techniques  facial recognition may not be the most 
reliable but it has several advantages over the others[2]. It is 
widely used in various areas such as security and access 
control, forensic  medicine, police controls and in attendance 
management system. The  various  techniques for marking 
attendance are: 

1) Signature based System 

2) Fingerprint based System 

3) Iris Recognition 

4) RFID based System 

5) Face Recognition 

Amongst the above techniques, Face Recognition is natural, 
easy to use and does not require aid from the test subject.[1]. 
It is a series of several related problems which are solved 
step by step: 

1. To capture a picture and discern all the faces in it. 

2. Concentrate on one face at a time and understand 
that even if a face is turned in a strange direction or 
in bad lighting, it is still the same person. 

3. Determine various unique features of the face that 
can help in distinguishing it from the face of any 
other person. These characteristics could be the size 
eyes, nose, length of face, skin colour, etc. 

4. Compare these distinctive features of that face to all 
the faces of people we already know to find out the 
person’s name. 

Our brain, as a human is made to do all of this automatically 
and instantaneously. Computers are incapable of  this  kind 
of  high-level  generalization, so we need to teach or program 
each step of face recognition separately. Face recognition 
systems fall into two categories: verification and 
identification. Face verification is a 1:1 match that compares 
a face image against a template face images, whose identity 
is being claimed. On the contrary, face identification is a 1:N 
problem that compares a query face image. 

2. LITERATURE SURVEY 

There were many approaches used for dealing with disparity 
in images subject to illumination changes[3] and these 
approaches were implemented in object recognition systems 
and also by systems that were specific to faces. A method for 
dealing with such variations was using gray-level 
information to extract a face or an object from shading 
approach[1].The main reason why gray scale 
representations are used for extracting descriptors instead 
of operating on colour images directly is that gray scale 
simplifies the algorithm and reduces computational 
requirements. Here in our case, colour is of limited benefit 
and introducing  unnecessary  information could increase 
the amount of training data required to achieve good 
performance[4].Being an ill-posed problem, these proposed 
solutions assumed either the object shape and reflectance 
properties or the illumination conditions[5]. These 
assumptions made are too strict for general object 
recognition and therefore it didn’t prove to be sufficient for 
face recognition. 

The second approach is the edge map[6] of the image which 
is a useful object representation feature that is insensitive to 
illumination changes to certain event.Edge images could be 
used for recognition and to achieve similar accuracy as gray-
level pictures. The edge map information approach 
possesses the advantage of feature-based approaches, such 
as invariance to illumination and low memory requirement. 
It integrates the structural information with spatial 
information of a face image by grouping pixels of face edge 
map to line segments. After thinning the edge map, a 
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polygonal line fitting process is applied to generate the edge 
map of a face [7][8][9]. 

There is one another approach through which the image 
disparities due to illumination differences are handled; it is 
by using a model of several images [12] of the same face 
which is taken under various illumination conditions. Herein, 
the images captured can be used as independent models or 
as a combined model based recognition system [13][14]. 

3. PROBLEM DEFINITION 

Recognizing faces in computer vision is a challenging 
problem. The illumination problem[3], the pose problem, 
scale variability, low quality image acquisition, partially 
occluded faces are some examples of the issues to deal with. 
Thus  face recognition algorithms must exhibit robustness to 
variations in the above parameters. The existing techniques 
do not perform well in cases of different illumination, 
background or rotation. Thus there is a need to address the 
above mentioned disadvantages. The project aims to design 
and implement a system which is less sensitive to 
Illumination, is rotation invariant, scale invariant and robust 
enough to be implemented in practical applications. 

4. PROPOSED SOLUTION 

The method proposed in this paper is marking attendance 
using face recognition technique. As shown in Fig - 1, the 
attendance is recorded by using a camera that will stream 
video of students, detect the faces in the image and compare 
the detected faces with the student database and mark the 
attendance. The attendance gets marked in a spreadsheet 
which gets converted into PDF file which is mailed to the 
concerned e-mail Ids. 

The project has two main parts: 

[A] Development of Face Recognition System. 

[B] Development of Attendance System. 

Face recognition is achieved using machine learning and the 
basic pipeline used for it is as follows: 

1. Finds face in an image. 

2. Analyses facial features. 

3. Compares   against   known   faces   and   makes        
a prediction. 

Development of complete attendance system is achieved 
using UI and Android application. Here the application takes 
data like subject details, faculty details, date and time and 
provides a click to start the attendance. The images of 
students are clicked and sent to Linux server where python 
script runs to mark attendance and generate spreadsheet 
and PDF file which is then mailed. 

 

Fig -1: Proposed System Block Diagram 

1. Find  face in the image: 

The initial step of our pipeline includes detecting the face for 
which we will use Histogram of Oriented Gradients (HOG) 
[15]. One of the most popular and successful “person 
detectors” out there right now is the HOG with SVM 
approach.HOG stands for Histograms of Oriented Gradients. 
HOG is a type of “feature descriptor”. The intent of a feature 
descriptor is to generalize the object in such a way that the 
same object (in this case a person) produces as close as 
possible to the same feature descriptor when viewed under 
different conditions. This makes the classification task 
easier. The creators of this approach trained a Support 
Vector Machine (a type of machine learning algorithm for 
classification), or “SVM”, to recognize HOG descriptors of 
people. It is a feature descriptor which is a representation of 
an image or an image patch that simplifies the image by 
extracting useful information and throwing away extraneous 
information. To begin with, as shown in Fig -2, we’ll be 
making our image black and white because we don’t require 
colour data to find faces. The HOG person detector is fairly 
simple to understand (compared to SIFT object recognition, 
for example). One of the main reasons for this is that it uses a 
“global” feature to describe a person rather than a collection 
of “local” features. Put simply, this means that the entire 
person is represented by a single feature vector, as opposed 
to many feature vectors representing smaller parts of the 
person. The HOG person detector uses a sliding detection 
window which is moved around the image. At each position 
of the detector window, a HOG descriptor is computed for 
the detection window. This descriptor is then shown to the 
trained SVM, which classifies it as either “person” or “not a 
person”. To recognize persons at different scales, the image 
is sub sampled to multiple sizes. Each of these sub sampled 
images is searched. 
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Fig -2:  Black and White Image for HOG Algorithm. 

Thereafter, we’ll look at every single pixel in our image of Fig 
-3 one at a time. For every single pixel, we want to look at the 
pixels that are directly surrounding it. 

 

 

 

 

 
Fig -3 Image for HOG Representation. 

Our goal is to figure out how dark the current pixel is 
compared to the pixels directly surrounding it. Then we 
want to draw an arrow showing in which direction the image 
is getting darker. If you repeat that process for every single 
pixel in the image, you end up with every pixel being 
replaced by an arrow. These arrows are called gradients and 
they show the flow from light to dark across the entire 
image. The need of the process is to analyze pixels directly; 
really dark images and really light images of the same person 
will have totally different pixel values. But by only 
considering the direction that brightness changes, both 
really dark images and really bright images will end up with 
the same exact representation. That makes the problem a lot 
easier to solve. But saving the gradient for every single pixel 
gives us way too much detail. It would be better if we could 
just see the basic flow of lightness or darkness at a higher 
level so we could see the basic pattern of the image. To do 
this, we’ll break up the image into small squares of 16x16 
pixels each. In each square, we’ll count up how many 
gradients point in each major direction. Then we’ll replace 
that square in the image with the arrow directions that were 
the strongest. The end result is we turn the original image 
into a very similar representation that captures the basic 
structure of face in a simple way which is shown in Fig -4. 
Here we solved the problem of brightness as the original 
image is turned into a HOG representation that captures the 
major features of the image regardless of image brightness. 
To find faces in this HOG image, all we have to do is find the 

part of our image that looks the most similar to a known 
HOG pattern that was extracted from a bunch of other 
training faces using which we can now easily find faces in 
any image. 

 

Fig -4: HOG version of Image. 

2. Analyze facial features (Posing and Projecting Faces): 

After differentiating the faces from the image we have to 
now deal with the problem of face turning into different 
directions as shown in Fig -5 which would look totally 
different to a computer. 

Fig -5: Posing and Projecting Faces. 

Humans can easily recognize that both images are of the 
same person, but computer would see these pictures as two 
completely different people. To account for this, we will try 
to warp each picture so that the eyes and lips are always in 
the sample place in the image. This will make it a lot easier 
for us to compare face in the next steps [15]. For this, we are 
going to use an algorithm called face landmark estimation. 

Herein we would come up with 68 specific points (called 
landmarks) that exist on every face – the top of the chin, the 
outside edge of each eye, the inner edge of each eyebrow, etc. 
as seen from Fig -6.Then we will train a machine learning 
algorithm to be able to find these 68 specific points on any 
face. Now that we know where the eyes and mouth is, we’ll 
simply rotate, scale and shear the image so that the eyes and 
mouth are centered as best as possible. Now no matter how 
the face is turned, we are able to centre the eyes and mouth 
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so that they are roughly in the same position in the image. 
This will make our next step a lot more accurate. 

 

Fig -6: Face Landmark Estimation. 

 

Fig -7: Face Landmarks Detected. 

3. Encoding Images: 

Next step involves recognizing the detected face for which 
we need to extract a few basic measurements from each face. 
Then we could measure our unknown face the same way and 
find the known face with closest measurements. The most 
accurate approach is to let the computer figure out the 
measurements to collect itself. Deep learning does a better 
job than humans at figuring out which parts of a face are 
important to measure. The solution is to train a Deep 
Convolution Neural Network to generate 128 measurements 
for each face. 

The training process works by looking at 3 face images at a 
time: 

1. Load a training face image of a known person. 

2. Load another picture of the same known person. 

3. Load a picture of a totally different person. 

Then the algorithm looks at the measurements it is currently 
generating for each of those three images. It then tweaks the 
neural network slightly so that it makes sure the 
measurements it generates for #1 and #2 are slightly closer 
while making sure the measurements for #2 and #3 are 
slightly further apart. This is a reduction of complicated raw 
data like a picture into a list of computer-generated 
numbers. As shown in fig. 9 and fig. 10, 128 measurements 
are generated of each faces and it is called as embedding. 
This process of training a convolution neural network to 
output face embeddings requires a lot of data and computer 
power. Even with an expensive NVidia Telsa video card, it 
takes about 24 hours of continuous training to get good 
accuracy but once the network has been trained, it can 
generate measurements for any face, even ones it has never 
seen before. So this step only needs to be done once and 
several trained networks are already been published by 
Open Face. 

 Hence, we need to run our face images through their pre-
trained network to get the 128 measurements for each face. 
The measurements for our test image is shown in Fig -8 and 
Fig -9 wherein it is seen that the network generates nearly 
the same numbers when looking at two different pictures of 
the same person. 

 

Fig – 8: Generation of 128 measurements for Image 1 

 

 

http://www.nvidia.com/object/tesla-supercomputing-solutions.html
http://www.nvidia.com/object/tesla-supercomputing-solutions.html
https://twitter.com/brandondamos/status/757959518433243136
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Fig -9: Generation of 123 measurements for Image 2 

4. Anticipation of the Users Identity: 

For discovering the person’s name from the encoding, a basic 
machine learning classification algorithm is used i.e. simple 
linear Support Vector Machine (SVM) classification. A 
Support Vector Machine (SVM) is a discriminative classifier 
formally defined by a separating hyper plane. In other 
words, given labelled training data (supervised learning), the 
algorithm outputs an optimal hyper plane which categorizes 
new examples.SVM classifiers are effective in high 
dimensional spaces and in cases where number of 
dimensions is greater than the number of sample. It uses a 
subset of training points in the decision function (called 
support vectors), so it is also memory efficient. The classifier 
is trained to take in the measurements from a new test 
image and tells which known person is the closest match and 
the result of the classifier is the person’s name which takes 
milliseconds to run and present the result.The classifier is 
trained to take in the measurements from a new test image 
and tells which known person is the closest match and the 
result of the classifier is the person’s name which takes 
milliseconds to run and present the result.SVM it capable of 
doing both classification and regression. Here we would 
focus on using SVM for classification. Non-linear SVM means 
that the boundary that the algorithm calculates doesn't have 
to be a straight line. The benefit is that one can capture much 
more complex relationships between the data points without 
having to perform difficult transformations on your own. 
The downside is that the training time is much longer as it's 
much more computationally intensive. Support Vector 
Machines are based on the concept of decision planes that 

define decision boundaries. A decision plane is one that 
separates between a set of objects having different class 
memberships. A schematic example is shown in the Fig -10 
below. In this example, the objects belong either to class 
green or red. The separating line defines a boundary on the 
right side of which all objects are green and to the left of 
which all objects are red. Any new object (white circle) 
falling to the right is labelled, i.e., classified, as green (or 
classified as red should it fall to the left of the separating 
line). 

 

 

 

 

Fig -10: Schematic Example for SVM Classifier. 

The above is a classic example of a linear classifier, i.e., a 
classifier that separates a set of objects into their respective 
groups (GREEN and RED in this case) with a line. Most 
classification tasks, however, are not that simple, and often 
more complex structures are needed in order to make an 
optimal separation, i.e., correctly classify new objects (test 
cases) on the basis of the examples that are available (train 
cases). This situation is depicted in the illustration below. 
Compared to the previous schematic, it is clear that a full 
separation of the GREEN and RED objects would require a 
curve (which is more complex than a line). Classification 
tasks based on drawing separating lines to distinguish 
between objects of different class memberships are known 
as hyper plane classifiers. Support Vector Machines are 
particularly suited to handle such tasks. 

5. EXPERIMENTATION AND RESULT ANALYSIS: 

 

Fig -11: Implementation of Face Recognition in normal 
lighting condition. 

 

 



          International Research Journal of Engineering and Technology (IRJET)       e-ISSN: 2395-0056 

                Volume: 05 Issue: 06 | June-2018                   www.irjet.net                                                                  p-ISSN: 2395-0072 

 

© 2018, IRJET           |            Impact Factor value: 7.211         |          ISO 9001:2008 Certified Journal          |        Page 1984 
 

 

 

 

 

 

 

 

 

 

Fig -12: Changing in Posing and Projection of Face. 

 

Fig -13: Generation of report in an excel sheet. 

 

 

 

 

 

 

 

 

 

 

Fig -14: PDF sent to students after weekly interval. 

 

 

 

6. CONCLUSIONS 

 The purpose of reducing the errors that occur in the 
traditional attendance taking system has been achieved by 
implementing this automated attendance system. In this 
paper, face recognition system have been presented using 
deep learning which exhibits robustness towards 
recognition of the users with accuracy of 98.3% . 

The result shows the capability of the system to cope with 
the change in posing and projection of faces. From face 
recognition with deep learning, it has been determined that 
during face detection, the problem of illumination is solved 
as the original image is turned into a HOG representation 
that captures the major features of the image regardless of 
image brightness. In the face recognition method, local facial 
landmarks are considered for further processing. After 
which faces are encoded which generates 128 
measurements of the captured face and the optimal face 
recognition is done by finding the person’s name from the 
encoding. The result is then used to generate an excel sheet, 
the pdf of which is sent to the students and professors on 
weekly interval. This system is convenient to the user and it 
gives better security. 
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