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Abstract - Due to the advancement in the modern 
technology, the processors in digital signal world are playing 
major role in almost all the electronic gadgets. RISC 
processor takes a highest level compared to other processors 
in terms of speed and area acquisition. Hence in this paper 
we have implemented 32-bit RISC processor architecture 
which is better when compared with other existing works. 
The main feature of a RISC processor is to fetch the 
instruction with only one clock cycle. In this proposed 
architecture we have succeeded to implement the concept of 
fetch, decode and execute more efficiently using the VHDL 
for the design implementation and simulated on Xilinx ISE 
14.5 and synthesized on Spartan 6. The results show that the 
proposed 32-bit RISC processor architecture is more 
efficient than the other existing works and can be 
implemented on the hardware. 
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Operating frequency, etc. 

1. INTRODUCTION  
 

New society is highly dependent upon technological 

things such as gadgets. The main requirements of any 

gadgets are that it should be small in size, high processing 

speed and good configuration. The configurability issues are 

the main reason behind the rapid growth in the used of 

embedded system on various electronic based consumer 

product.  

 

We know most of the embedded systems used a 

microprocessor or microcontroller as operating core in the 

total architecture which acts as a brain or controlling unit 

and processing unit of the system. The microcontroller based 

architectures are used in the system where the applications 

do not have various different kinds of complex operations. 

These types of architectures are mainly used for small and 

medium range applications mainly. Also its configurability is 

not so good. That is the main reason higher level embedded 

systems contain microprocessor based architecture. The 

microprocessor based embedded system having more re-

configurabilities in both software and hardware with respect 

to microcontroller based embedded system.  

 

The microprocessor is an integrated circuit (IC) 

which is designed using VLSI technique. The architecture of 

the microprocessor has greater effect on the various 

performance parameters of the total embedded system. As a 

result to design any efficient embedded system the 

processor architecture also is efficient.  

 

In this project we have proposed an efficient VLSI 

architecture for RISC based microprocessor. The proposed 

architecture is coded using standard VHDL language and 

simulated using Xilinx ISE 14.5 tool. The comparison results 

show that the proposed technique is better with respect to 

existing techniques. 

 
1.1. LITERATURE SURVEY 

Uma [1] presented a new design for 8-bit microprocessors. 

The presented architecture is implemented on Spartan-3E 

FPGA board. To code architecture in FPGA the author use 

standard HDL language. To check the functionality and 

generate the bit-stream to the corresponding FPGA chip 

Xilinx ISE tool is used.  In this case the author implemented 

most of the essential instruction set effectively using 

structural modeling. This allows the author to reduce the 

hardware requirement. The performance of the architecture 

is improved due to this reason. Also the implementation cost 

of the architecture reduces drastically due to this reason. 

Moreover to increase throughput of the architecture the 

author use some degrees of pipelining. ShahlaGul et al.  

[2] Made a comparison between RISC and CISC 

microprocessor architectures in this paper in a wide way. 

Also they have showed that the types of operations are 

performed by both RISC and CISC architectures. Like CISC 

architecture divides the total algorithm into a various 

simplifier instructions which executes step by step. This 

simplifies the program having smaller architecture but for 

larger or complex architecture this method is difficult. In 

such case RISC architecture is helpful. Because the RISC 

architecture embedded many instruction set. Also in the 

design prospective the design of RISC architecture is harder 

than the CISC architecture. This is mainly due to the 

complexity of the controller which is used to cascade 

instruction.  Mrudul S. Ghaturle et al.  
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2. PROPOSED 32-BIT RISC ARCHITECTURE 
 
Reduced Instruction Set Computer (RISC) Architecture is 

very highly optimized architecture to reduce the execution 

time. The execution time is reduced and the speed of the 

processor is increased due to the implementation of 

pipelining and parallelism technique. The pipelining 

technique produces different outputs at the different unit 

blocks for every single clock cycle like fetch, decode and 

execute. Hence the number of clock cycles used by a set of 

instructions decreases for their execution. In order to make 

this possible it is mandatory that the instructions should also 

require a single clock cycle for their execution. Hence, only a 

few numbers of common and basic instructions are used and 

complex instructions are performed by the iterative 

execution of the basic instructions. The block diagram is 

shown in Fig. 1. 

 

Fig-1: 32-bit RISC Processor Architecture 

2.1. CONTROL UNIT 

The program to be run by the processor is stored in the 

Block RAM. These instruction sets are to be processed one at 

a time for every clock cycle. Therefore control unit comes 

first in the processing part which plays an important role in 

feeding the instruction set to be processed with respect to 

clock signal. There are two main registers, in which one is 

used to store the instruction set that is to be executed 

currently and the other one is used to store the next 

instruction set that is to be processed. So the main role of 

this block is to generate the address of the instruction that is 

to be interpreted and fed to the processing. The block 

diagram is shown in the Fig. 2. 

 

Fig-2: Control Unit 

2.2. PROGRAM COUNTER 

The Program Counter also called as Instruction Pointer or 

Instruction Address Register is an important part in the 

processor to make it work more efficient than the other 

general processor architectures. The program counter 

always points to the next instruction to be fetched. For 

example, if instruction A is being fetched, the program 

counter will be pointing to the B instruction, which will be in 

the sequence of the program instruction sets. By this we can 

tell that the program counter is mainly used for the 

pipelining concept, further to satisfy the parallelism concept. 

 Usually the processors fetch instructions in a 

sequential pattern which is controlled by the program 

counter but some instructions like branch, jump, subroutine 

calls, value returns, etc., replace the sequence. The next 

instruction is fetched from other memory when branch 

instruction is fetched. The previous program counter 

contents are saved by the subroutine calls. When the 

subroutine call is over, the program counter contents are 

retrieved and the sequential instruction fetching is resumed. 

The block diagram is shown in the Fig. 3. 

              Fig-3: Program Counter 
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2.3. INSTRUCTION FETCH 

Fetch the word means taking the data. The address 

generated by the program counter is sent to the instruction 

fetch unit and program counter points to the next instruction 

incrementing the program counter value by four. The 

address given to the fetch unit checks in the instruction 

memory and takes the instruction data set to be decoded.  

 The instruction set fetched from the memory 

contains all the data is lightly coded, which is to be decoded 

to produce the control signals, data path and the data form 

the fetched instruction bits. For example, the instruction 

MOV A, B should generate the control signals read to the 

register A and write to register B and execute a data path 

between A and B registers. The block diagram is shown in 

the Fig. 4. 

Fig-4: instruction Fetch 

2.4. ALU 

Arithmetic Logic Unit is the execution unit of arithmetic and 

logical operations like addition, subtraction, etc. and OR, 

AND, XOR, etc. Here in this proposed ALU architecture, we 

have designed a 16-bit multiplication operation, which is 

designed using Vedic multiplication technique. The 

operation of the ALU is given in the Table 1. 

Table-1: ALU Operation 

Opcode Operation 

000 AND 

001 OR 

010 Addition 

011 Subtraction 

100 NAND 

101 NOR 

110 Multiplication 

111 No Operation 

               

RESULTS 

 

Fig-5: RTL Schematic 
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The Technology Schematic is shown in the Fig.6. 

  

Fig-6: Technology Schematic 

The Simulation Results are shown in the Fig. 7. 

 

Fig-7: Simulation Results 

3. CONCLUSIONS 

 In this paper we have proposed a new efficient architecture 

of 32-bit RISC microprocessor. The architecture is the 

modified version of normal multi instruction per cycle 

architecture. The main advantage of this architecture is that 

the reduction of the hardware requirement by considering 

looping architecture. This will allow the user to perform very 

complex mathematical computations present in most of the 

real time algorithms. This will allow the user to use PC 

interface through some specific software packages where all 

binary opcode converted into some alphabetic opcode. 

At the time of designing the whole architecture we 

have modified each sub blocks manually which reduces the 

overall hardware requirement of the total architecture and 

increases the overall frequency. This can be seen in the 

comparison section. 

In this project we designed and tested 32-bit RISC 

microprocessor manually from FPGA by giving manual 

inputs. In future we will develop the software interface. 

Software where we can write some real time algorithm for 

our designed microprocessor in the similar way we execute 

normal microprocessor instruction using MASM/TASM 

software. Moreover in future we will not try to optimize the 

proposed design up to next extent and also increase the bit 

size to compare our proposed architecture with really 

available microprocessors. 
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