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 Abstract — Nowadays few computers have shown to be 
particular helpful for arithmetic and logic implementations 
of data, their accuracy and efficiency for applications such 
as e.g. face, object and speech recognition, are not that 
impressive, especially when compared to what the human 
brain can do. In this paper, Machine learning algorithms 
have been useful, especially for these types of applications, 
so they operate in a similar way to the human brain, by 
learning the data provided and storing it for future 
recognition of analysis of data.  Now, there has been a 
strong focus on increasing the process of data storage and 
retrieval of data, only neglecting the value of the provided 
information and the amount of data required to store for 
management of data storage system. Hence, this paper 
examines the chance to reduce data storage through the 
use of separation and combine it with a presented 
similarity detection algorithm in machine learning. The 
Principal Component Analysis (PCA) /Fisher Linear 
Discrimination analysis is used to reduce the dimensionality of 
the feature vector.  
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I. INTRODUCTION 

In this system, Human beings are a very imaginative 
thinker which helps to overcome obstacles; though their 
operational capacities are controlled in time. For 
example, humans are only able to work for a limited 
number of hours per day, even as machines can be 
programmed to operate continuously, and this is where 
machines have confirmed mostly useful to us, humans 
and machines to control the program [1]. In this method 
we investigates the task to design a suitable classification 
system is difficult as it is not even known if a desired 
accuracy performance can be obtained with the given 
sensor data. Initial, it is not clear which texture or shape 
features make a distinction possible. Secondly, a suitable 
classifier concept with adequate parameters has to be 
chosen to achieve good recognition rates and generalization 
abilities. Additionally, dimension reduction techniques such 
as Principal Component Analysis may increase the 
performance of the system [1] [2]. 

The various machine learning methods are divided into 
supervised and unsupervised machine learning. Of course, 
there is also individual QOS quality of service features for 
classification. This paper has compared with the dissimilar 
identification method based on supervised and 
unsupervised machine learning. Further it has analyzed the 
element which has effect on the supervised machine 

learning [3].Normally, these types of algorithms can be 
classified as either supervised or unsupervised learning 
methods. In supervised learning [3], the user stores the 
information in the machine to calculate the output 
values based on earlier experiences. 
 
This paper presents a proposal of ECG analysis, which 
determines a spontaneous termination of a trial fibrillation 
prediction. Supervised neural networks are trained to 
develop this task, where a comparison is carried out 
between multilayer perception (MLP) and supervised self 
organized maps (SOM). Principal component analysis 
(PCA) is implemented to reduce the input 
dimensionality.PCA is a standard tool in modern data 
analysis because it is a simple, non-parametric method for 
extracting relevant information from confusing data sets 
[4]. The machine does not store any information that is 
not used and hence requires less storage space to be 
able to predict the output value. 

The selected algorithm of machine learning also 
influences the storage principles of data used during 
training as well as the actual recognition phase of 
features. These algorithms are obviously challenged 
through the fact that they need to recognize e.g. the same 
face under various different lighting conditions, make-up, 
facial expressions, etc. In order to deal with  
 
these challenges, one either has to restrict oneself 
towards specific features, and add as much contextual 
information on top of that to deal with these various 
environmental factors. The large amount of information 
being stored, does not only affect the actual  data storage 
requirements, but also the processing, as during the 
recognition, one desires to work through all of this 
information to identify possible similarity before a final 
decision can be made. Though, presently, there is a 
limited amount of work with regards to reducing the 
amount of data being stored, which is the mainly focus on   
this paper. 
 
In reducing the required amount of data storage, one 
could clearly recover the machine learning algorithm, 
although it would be necessary to make a superior 
judgment on which information is helpful, and which is 
not. The results of this system for different stages of the 
PCA, as well as the grouping with the machine learning 
algorithm will then be explored, after that which the 
paper will achieve the implementation of this storage 
requirement and current a few future work. In this 
survey, Section II gives the Literature survey for data 
storage requirement and also listed the different methods 
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used in this survey of machine learning system of data 
management. 

II. LITERATURE  SURVEY 

This author [1] Saritha Kinkiri & Wim J.C. Melis  have 
proposed the best methodology of Machine learning 
algorithms has been valuable, particularly for these type 
of applications, as they work in a similar way to the 
human brain, by learning the data provided and storing 
it for  pattern recognition in future. Therefore, this paper 
examines the better chance to reduce data storage 
during the use of separation and merge it with an 
implementing similarity of detection algorithm. The 
separation is achieved through the use of, Principal 
Component Analysis (PCA), which not only reduces the 
data storage requirements. Usually, these algorithms can 
be divided as either supervised or unsupervised. The 
machine does not store any data that is not used and 
hence requires less storage space to be able to predict 
the output value. In order to reduce the storage 
requirements, and due to the importance of data being 
context dependent, it is important to be able to derive 
context as if one can identify context then it becomes 
possible to store the data with regards to the context in 
which you operate. This would then result in a reduction 
in data storage requirements, because the context is 
stored as generic information, while for each item only 
the deviation from this “central” context needs to be 
stored. The final outcome of this system shows that the 
data storage requirement and detection accuracy improves 
which depends on data management system. 
 
 In this paper, the author proposes [2] Fabian B¨urger1, 
Christoph Buck2, Josef Pauli1 and Wolfram Luther2  
methodology of the optimization process of an object 
classification task for an image-based steel quality 
measurement system. The goal is to distinguish hollow 
from solid defects inside of steel samples by using texture 
and shape features of reconstructed 3D objects. In order to 
optimize the classification results we propose a holistic 
machine learning framework .The framework consists of 
three layers, namely feature subset selection, feature 
transform and classifier which subsequently reduce the 
data dimensionality. In real world machine learning tasks 
it is usually the case that any combination of the 
aforementioned problems can occur. It is time-consuming 
manual work to evaluate all possible combinations of 
solutions to achieve the optimal classifier performance. 
These observations motivate a holistic view on machine 
learning with an automatic optimization process of the 
components. In this survey, there are two categories of 
approaches in the context of classifier framework 
optimization, namely search-based and meta learning 
algorithms. In search algorithms, a classifier system is 
optimized by trying and evaluating a set of the system’s 
hyper-parameters. Usually, the final classifier accuracy 
based on the training data is used as the objective function. 
Different search strategies and framework components 
have incorporated within this optimization process. 
Furthermore, an additional feature selection component 

has been incorporated using genetic algorithms, particle 
swarms and simulated annealing.  A larger framework for 
biomedical spectra classification is proposed that 
incorporates data visualization, preprocessing, feature 
extraction and selection, classifier development and 
aggregation. The authors use several strategies to optimize 
the hyper-parameters and configurations. However, their 
approach is focused especially on the development of 
spectral features and interpretability in the diagnostics 
field.[2] 

 
This author [3] DONG Shi, ZHOU DingDing, DING Wei 
introduced a method of Network traffic identification. 
Network traffic identification is an important application 
research direction for network management and measure, 
the current network traffic identification methods roughly 
can be classified into four categories.(1)port based 
method;(2)DPI(Deep packets inspection);(3)host behavior 
method;(4)flow-based method based on machine learning. 
It has become a hot research between domestic and foreign 
experts who take the traffic identification as research 
direction, which proceed distinguish, QOS, intrusion 
detection, traffic monitoring, billing and management. 
From the beginning of the study port-based method, this 
method used well-known port numbers to identify Internet 
traffic. This technique has been shown to be ineffective for 
some applications such as the current generation Of P2P 
applications. So Payload-based Analysis technology was 
proposed to overcome the shortcoming of port-based, 
which adopts method based on deep packet detection 
methods, but this method has still drawbacks that it can’t 
cope with some encrypted traffic and can’t obtain the new 
service type. Recently traffic identification and 
classification have new method with a number of new 
applications and service increasing, Machine learning 
methods have been applied to the traffic identification. 
This paper has studied and analyzed the machine learning 
algorithm for network traffic identification and mainly 
studied unsupervised and supervised machine learning. 
 
The Author [4] Germ´an E. Melo A, Ricardo A. Osorio M, 
Alvaro D. Orjuela C. presents a proposal of ECG analysis, 
which determines a spontaneous termination of atrial 
fibrillation Prediction. Supervised neural networks are 
trained to develop this task, where a comparison is carried 
out between multilayer perceptron (MLP) and supervised 
self organized maps (SOM). Principal component analysis 
(PCA) is implemented to reduce the input dimensionality. 
Results show maximum classification rates of 100% for 
MLP in the cases without and with PCA. For SOM the 
maximum classification rates are in 65% and 75% for case 
without and with PCA, respectively. That is why effective 
therapeutic strategies against AF will increase as the 
elderly population grows .Medical evidence suggests that 
an episode of atrial fibrillation with spontaneous 
termination can produce a chronic AF in the future. 
Because of, the identification of the moment in which the 
episode will happen is an issue of interest in health’s 
community. Considerations for design and parametric 
analysis results of classifiers based on supervised neural 
networks, which predict spontaneous termination of atrial 
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fibrillation, were established. The results indicate the MLP 
has an unstable statistical behavior than the supervised 
SOM, since the MLP obtains optimal hit rates (100%) in 
certain experiments. The supervised SOM statistical 
behavior gets more stable but less accurate, since the best 
hit rate does not exceed 75%. This is seen in the mean and 
standard deviation of the experiments, showing that the 
standard deviation for the Supervised SOM is much lower 
than that found for the MLP. 
 
The Author [5] Mrs.N.G.Chitaliya and Prof.A.I.Trivedi 
suggested the method simply with the increasing demands 
of visual surveillance systems, vehicle & people 
identification at a distance has gained more attention for 
the researchers recently. Extraction of Information from 
images and image sequences are vary important for the 
analysis according to the application. This research 
proposes feature extraction and classification method 
using Wavelet. The DWT is used to generate the feature 
images from individual wavelet sub bands. The feature 
images constructed from Wavelet Coefficients are used as a 
feature vector for the further process. The Principal 
Component Analysis (PCA) /Fisher Linear Discrimination 
analysis is used to reduce the dimensionality of the feature 
vector. Reduced feature vector are used for further 
classification using Euclidian distance classifier and neural 
network Classifier. Vehicle detection and classification is 
always a complicated and uncertain area within mobile 
robotics as well as any traffic surveillance system due to 
the interference of illumination and blurriness. Moreover, 
the performance requirements are no longer left in a 
prototype works at research lab but exposed to the real 
world problems. This demand makes the task greatly 
challenging for requirements of speed and accuracy. In our 
system, deriving best feature vectors of object is 
particularly of interest for Mobile Robotics application as 
well as visual surveillance system. There are three core 
objectives that make our approach innovative and 
effective; they are accuracy in terms of classification, speed 
for performing real time application and producing desired 
results related to the position of vehicle. 
 
This author [6] MING-JING YANG, HUI-RU ZHENG, HAI-
YING WANG, SALLY MCCLEAN, NIGEL HARRIS have 
proposed the best methodology of Feature reduction has 
been generally recognized as an effective approach to 
improve the performance of classification problems. There 
are several reasons for feature reduction. High 
dimensionality of data will lead to high complexity of the 
classifier. The mutual correlation between the features 
causes the prediction power of combination of features 
lower than expected. Moreover, for a limited number of 
training samples, keeping the number of features small is 
one of the key points in designing a classifier with good 
generalization performance. In this paper, a novel feature 
reduction method was proposed. A hybrid approach of 
feature ranking and Feature generation combined with 
multilayer perceptron (MLP) neural-networks was applied 
in two gait datasets (i.e. footswitch gait and accelerometer 
gait datasets). The result of the proposed method was 
compared with the classification results of feature ranking 

and PCA employed separately. The hybrid approach 
achieved the best performance. Feature reduction is 
important in gait analysis using machine learning methods. 
The hybrid approach of feature ranking and feature 
generation has the best performance. It can use the small 
feature subset to achieve best classification performance 
when it was carried out in footswitch dataset. 
 
In this paper, [7] W.hua, M.cuiqin and Z. Lijun the author 
presented the effective method of Machine learning is the 
core problem of artificial intelligence data storage 
research, this paper suggests the definition of machine 
learning and its basic structure, and describes an different 
type of machine learning methods, including rote learning, 
inductive learning, analogy learning, explained learning, 
learning based on neural network. Machine learning 
compared with human learning, machine learning learns 
faster, the accumulation of knowledge is more facilitate the 
results of learning spread easier. Learning is the process 
that processes the outside information to knowledge; first 
it obtains the information of outside environment and then 
processes the information to knowledge. 
There are two ways to determine the value of neural 
network: one is determined through the design 
calculations; another is determined by the study of 
network through certain rules. This paper recommends the 
concept of machine learning, the basic model and its 
application in many fields.  

 
III. PROPOSED SYSTEM 

This system proposes an efficient method of PCA that 
defines a simple system of machine learning in data 
storage requirements is described in below: In this 
proposed system to reduce the data storage requirements, 
and the importance of information being context 
dependent, it is significant to be able to derive context as 
if one can recognize context and pattern recognition 
after that it becomes probable to store the data with the 
context in which you activate. To classify these contexts 
and improve on data storage efficiency, this paper 
obtains the use of Principle Component Analysis (PCA) to 
reduce the data storage requirements for a machine-
learning algorithm that is used for face recognition. PCA 
encapsulates huge data sets by creating new vectors, 
called principle components that are a linear 
combination of the original information, which results in 
a reduction of the data’s capacity. As a result, PCA helps 
to reduce redundancy of data, filters noise in the data and 
compresses the data. 
 
         In this way, to achieve this compression of data, PCA 
takes information that is linked, and recognizes what 
one could call a “lowest common denominator”. All data 
is then stored as a difference from this “lowest common 
denominator” which considerably reduces the large 
amount of data that wants to be stored in that system of 
management. Based on this type of application of PCA, 
one should be appreciate data that there are important 
savings with the data storage requirements.  
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       That’s why, in this paper they presented the good 
result achieved in which compares different PCA-type 
algorithms and needs the original information to be 
stored. Hence this proposed system in data storage 
requirement is effectively implemented with identifies 
the context and face recognition method of object to 
preprocessing that data and improve the efficiency of 
data. 
 
IV.CONCLUSION AND FUTURE SCOPE 

In this paper, the machine learning algorithms are 
implementing clearly on the mechanism of similarity of 
detecting information. Here, this paper has shared PCA 
method with an actual machine learning algorithm of 
management, to recognize the impact of using framework 
and to achieve the impact of this combination with better 
detection accuracy and storage requirements of data. The 
final results show that the data storage requirement and 
detection accuracy improves which depends on data 
storage. 
      That's why; the future work will mostly focus on how to 
classify the context or pattern recognition automatically in 
data management system as well as how to combine the 
major principle of PCA directly into the machine learning 
algorithm of data storage. 
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