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Abstract  –  This paper demonstrates the implementation of 
a comprehensive gallery application based on the Android 
platform to handle document images. The fundamental 
objective of this app is to provide an automated interface for 
performing document image processing, text extraction, and 
organisation of relevant information. Over time, the 
widespread use of smartphones has resulted in the exponential 
growth of data. Despite the recent advancements in 
computing, storage techniques, and image processing, there is 
still a demand for highly optimised information retrieval 
methods, particularly for smartphones. Manual organisation 
of document images is an extremely time-consuming and 
tedious task. The proposed system presents an alternative 
approach by using Optical Character Recognition (OCR).  The 
app employs the Firebase platform for detecting and 
extracting text. It also incorporates a Keyword Search feature, 
based on the KMP Algorithm, hence facilitating faster access to 
information. Additionally, this paper proposes a simple 
method for content-based categorisation of document images 
using a Bag-of-Words model.  
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1. INTRODUCTION 
 

Over the recent years, there has been a massive influx of 
data, particularly in the digitised form. As of 2017, it was 
reported that 90% of the world’s data had been created in 
the span of just two years, at a rapid rate of 2.5 quintillion 
bytes a day. Consequently, data storage and information 
retrieval techniques have become more significant. 
Traditionally, data was stored physically in the paper format. 
However, recent advancements in computing, storage 
techniques (such as Big Data), and image processing have 
subsequently resulted in a shift towards digitised content. 

 
Concentrated studies and research work on document 

images are being conducted presently. Document images 
vary from regular images in terms of their structural and 
spatial properties. Hence, in order to effectively process 
them, their text contents must be utilised. The term 
'Document Image Analysis' (DIA) is used to refer to the set of 
techniques which perform digital conversion, text or image 
detection, and meaningful organisation of information. One 
of the most commonly used techniques in DIA is Optical 

Character Recognition (OCR). OCR is used to convert the 
printed or handwritten text present physically in a scanned 
document, image or scene-photo to an appropriate 
electronic format. 

 
In some way or the other, every individual handles 

document images on a daily basis. Commonly used platforms 
for communication include messaging apps, e-mail and cloud 
storage services (Google Drive, Dropbox etc.). An example of 
commonly shared document images are the scanned class 
notes which are distributed to students and teachers. Other 
common examples include bills, receipts and even identity 
documents (such as passport, PAN card). Improvements in 
the standard of smartphone cameras, higher on-board 
storage, and the widespread availability of mobile scanner 
apps have collectively facilitated ease of information 
exchange.  

 
The problem arises, however, when there is no singular 

method to organise large volumes of information. Eventually, 
this results in data misplacement and loss. As there may be 
multiple sources for these images, an automated system for 
syncing dynamically with the storage and further managing 
the information is required. The proposed work overcomes 
these issues by implementing features such as Keyword 
Search and Content-based Categorisation of Images. 

 
The rest of this paper is organised as follows: Section II 

presents an overview of the literature survey done. Section 
III introduces the proposed system and proceeds to 
elaborate on its architecture and the purpose of each 
individual module. Section IV explains the algorithms used in 
the implementation of the system and the results are 
expanded upon in Section V. Section VI summarises the 
observations along with final concluding remarks and 
addresses the future scope of research. 

 

2. LITERATURE REVIEW 
 

Through the years, extensive research work has been 
done on Optical Character Recognition (OCR) and text 
extraction techniques. Increase in the volume of digitised 
information has further escalated these efforts. In this 
section, we shall review some of these systems and discuss 
about them in detail. 
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Neural Networks have been used extensively in several 
studies to perform Document Image Analysis. [3] Used a CNN 
to classify document images. The size of the image was 
initially reduced to prevent excess use of limited resources, 
and the system achieved state-of-art performance levels. In 
[4] a Kohonen Artificial Neural Network was implemented to 
extract text, and the paper also discussed about the various 
real-world applications. [2] implemented a DCNN along with 
an SVM to combine the outputs. It received an accuracy rate 
of 72.1% (median of 10 trials) using the Tobacco 3842 
dataset. 

 
Recently, more focus has been given to Scene Text 

Localisation, which refers to the detection of text in images 
and videos of natural scenes. Despite the various challenges 
involved, such as interference of background with the text, 
and variations in fonts, sizes and colours, several systems 
have come up with unique solutions. [6] proposed a system 
of scene text recognition using information about detected 
text regions and implemented it into an application. It 
introduced a novel feature of ‘Stroke Configuration Map’. [8] 
also introduced an innovative feature called ‘Stroke Support 
Pixels’. This follows the observation that text consists of 
strokes, which can be further segregated into regions 
consisting of a part of a character, a whole character or 
multiple characters.  The system achieved a recall of 72.4%, 
precision of 81.8%, and f-measure of 77.1% in text 
localization as per the ICDAR competition evaluation 
scheme. Similarly, [7] proposed a stroke detector which was 
4 times faster and produced 2 times lesser region 
segmentation. It also offered a wide variety of script support 
(Chinese, Hebrew etc.). 

 
OCR finds itself several real-world application. In [10], 

OpenCV and Tesseract libraries of Python were used to 
detect the license plate of vehicles. Similarly, [9] performed 
both word extraction and matching with high performance 
despite the presence of noise and degradation in the image. 
This was achieved through rigorous pre-processing and 
contouring followed by indexing of characters into a 
database, which facilitated image retrieval using keywords. 

 
The importance of extracting and utilising text has been 

previously studied in [1] for identifying the information 
present in Identity Documents. Rather than adopting a 
position-based approach, the system made use of semantic 
analysis to infer the semantics between extracted sentences. 
Relations were made using the overall distance between text 
fields. Overall, the system was found to be easily scalable and 
highly efficient. 

An alternative approach towards OCR was the subject of 
research in [12] that combined both focus and sharpness 
measures of images and made use of a Support Vector 
Machine to classify the images into three different classes 
('very good', 'unreadable' and 'normal'). The proposed 
method was found to be both simple and efficient, therefore 
optimal to run on mobile devices. Results indicated that the 
system was successful in reducing the pre-processing 
computation cost. 

 

The aim of [11] was to test the accuracy of state-of-art 
techniques (such as image processing using OpenCV and 
Tesseract OCR modules) on extracting text from screenshots 
of smartphones. The analysis was performed on a set of 
13,000 and odd images. It was able to determine that 
employing image pre-processing along with the OCR engine 
increased character level accuracy from 66% to 74.8%. It 
concluded that factors such as irregular fonts, blending of 
text and background colours, a mix of icons and text etc. 
were responsible for reducing the rate of accuracy. 

 
Finally, in [5] document image analysis was used to build 

a Human-Document Interaction (HDI) system using an 
augmented interface and addresses the need for further 
improvement in the field of HDI.  

 

3. PROPOSED SOLUTION 
 

Before introducing the improved app design, it is crucial 
to first analyse what is lacking in similar existing 
applications. This will help us fully distinguish the unique 
features of the proposed work. 

 
Mentioned below are some of the key observations made 

that heavily influenced the design of the app. 
 
 Generally, when apps incorporate OCR, either the 

picture has to be selected individually from the 
gallery or snapped directly taken from the camera. 
There is a lack of automation on this front 

 Most gallery apps are yet to implement an algorithm 
that separates document images from other image 
types 

 Most apps do not use the extracted text in a 
meaningful manner, and generally just copy the text 
to the clipboard 

3.1 Architecture 
 
Fig. 1. depicts the system architecture of the proposed 

Android application. The app is responsible for connecting 
all the individual modules together. It passes the image to 
the Firebase Text Detection Engine in the cloud, retrieves the 
information and is also responsible for storing it into .txt 
files. 

 

Fig—1: Architecture of Proposed System 
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3.2 Modules 

1) Phone Internal Storage: The internal storage of the 
phone is the dynamic source of all images. It is subjected to 
image detection first, and only those which are identified to 
be document images have their contents extracted. The app 
aggregates both this information and collectively displays it 
in the UI. 

 
Fig—2: A document image of a bill (left) and its 

corresponding text contents extracted using Firebase and 
stored in a .txt file (right) 

 
2) Firebase Text Recognition Platform: The text extraction 
is implemented using Google Firebase cloud Document Text 
Recognition platform. There are three major advantages of 
using Firebase: 

 
 You don’t require prior knowledge of Machine 

Learning in order to implement ML-based 
features 

 Firebase Engine can be accessed from the cloud, 
hence the app avoids exceeding space 
constraints of the internal storage (unlike OCR 
SDKs) 

  The entire platform is already optimised for 
Android development and doesn’t need 
additional training data set in order to function 

 
3) Text Storage: As and when Firebase extracts text from an 
image and returns it to the app, it gets stored into a .txt file 
having the same name as the image. This ensures that the 
information can be used for later purposes. Additionally, the 
app also stores all the existing file names in a string. This 
ensures that the same image isn’t subjected to text extraction 
more than once, thereby enhancing the overall efficiency. 
 
4) Application UI: The application User Interface is the 
module with which the user interacts. Each key feature of the 

app has been translated into its own dedicated ‘fragment’. 
There are four key fragments. 
 
a) Gallery Fragment: Used to display the images in a 
GridView. 
 
b) List Fragment: Used to display the images in a ListView 
along with information related to it, such as Date Modified, 
and file size. A RelativeLayout is used to design each 
individual list item. 
 
c) Categories Fragment: This fragment implements the 
proposed Bag-of-Words model for achieving Content-based 
Categorisation of Images. 
 
d) Search Fragment: This fragment allows the user to 
search for a certain keyword, based on which all the relevant 
images containing that keyword are displayed.  

 

4. IMPLEMENTATION 
 
4.1.1 Keyword Search Algorithm 
 

The proposed app offers a keyword search feature. Since 
the text contents are extracted, string matching can be 
performed. This feature helps enhance usability and reduces 
the time spent by the user in manually searching for 
documents. The input will be the string that the user wants 
to search for and the output will be all the related document 
images containing that particular keyword. 

 
Formally, given m text files, each consisting of n characters 

and a substring of length k, the goal of the algorithm is to 
find those files in which all k characters appear at least once. 

 

     

Fig—3: Implementation of Keyword Search feature 
 
A general algorithm can be given as follows: 
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Keyword Search Algorithm 
 
Input: string accepted from the user 
Output: set of text files containing the input string 
1:  for i = 1 to m do  
2:       construct prefix table 
3:       perform KMP 
4:       if (keyword is present in text file) then 
5:          select the corresponding image and display it 
6:       end if 
7:  end for 
 
A naive string searching algorithm has a complexity of 

O(kmn). However, by using a KMP Algorithm, the complexity 
is reduced to just O(mn). Space complexity is O(km). Given 
the scope and development scale of the app, KMP was 
chosen. However, for more advanced systems, hash tables 
with indexing can be used instead to increase efficiency 
further. 

 

4.1.2 Proposed Content-based Categorisation 
 

Content-based Categorisation for Document Images 
basically refers to the set of techniques which can be used to 
classify the document based on its text contents. In this 
proposed system, the classification will be based on the Bag-
of-Words model. 

 
The Bag-of-Words model refers to the vector 

representation of text, particularly used in Natural Language 
Processing (NLP). The vector consists of only the distinct 
words, disregarding both grammar and order of words in the 
sentences. For example, the sentences ‘This is a cat. That is a 
dog’ will have a corresponding vector as:  

 
BoW[ ] = {“This”, “is”, “a”, “cat”, “That”, “dog” } 
 
The individual word frequencies of both the sentences are 

measured as: 
 
sentence1[ ] = {1, 1, 1, 1, 0, 0} 
 
sentence2[ ] = {0, 1, 1, 0, 1, 1} 
 
The frequency of occurrence of specific words can act as a 

basis of classification. 
 
Considering the specific use case of identifying bills and 

receipts. Any bill or receipt document will necessarily 
contain the following words: 

 
billDoc[ ] = {“receipt”, “bill”, “tax”, “total”, “gst”, “$”} 
 
An identity document, on the other hand, will have the 

following: 
idDoc[ ] = {“name”, “id”, “number”, “DOB”, “address”} 
 
Consider the document shown in Fig. 2. Here, the words 

‘tax’, ‘total’, ‘GST’ are all present. The vector representation 

of this document corresponding to billDoc will be {0, 0, 1, 1, 
1, 1} and corresponding to idDoc will be {0, 0, 0, 0, 0}. Hence 
we infer that since the vector representation matches more 
with a bill rather than identity document, the image is a 
bill/receipt document image. 

 
The proposed model is rather basic when compared to 

other approaches such as the use of Neural Networks. 
However, mobile systems are not capable of performing 
extremely complex computations. Hence, the Bag-of-Words 
model will be much more efficient than other specialized 
classifiers or CNNs. 

 

4.1.3 Process Flow 
 

Fig. 4. illustrates the flow of control of individual 
processes and transfer of data within the app. So firstly, we 
have two separate input sources for the UI; the internal 
phone storage and the extracted text storage. The contents of 
the internal phone storage and text storage are made 
available to the individual fragments through the 
MainActivity.java. While the Gallery and List fragments need 
only the images to function, the Search and Categories 
fragments additionally require the text storage to execute 
the algorithms.  

 
To briefly describe the entire working of the proposed 

app, the MainActivity.java automatically scans the internal 
storage. It segregates the document images through image 
detection techniques and further performs OCR through 
Firebase. The extracted text is stored in text files. The app 
synchronises with the storage dynamically at run time. The 
categories fragment allows the user to see the various types 
of documents present in his mobile phone (for example, Bills, 
Receipts, Identity Documents etc.). The app meticulously 
keeps a track of all the images whose text contents have 
already been extracted. This directly impacts the 
performance and efficiency of the app. 

 

 
 

Fig—4: Process Flow Diagram for the app 
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5. EXPERIMENTAL RESULTS AND DISCUSSIONS 
 

After successfully implementing the app, experimental 
results showed that the overall performance was 
satisfactory. The app design was made to be intuitive, 
minimalistic, yet functional. The system was tested for 50 
document images and was successfully able to perform OCR 
and keyword search. 

 
During the development and testing period, a few glitches 

and challenges were encountered, and are mentioned below. 
 
1) Unpredictable accuracy of Firebase Engine: This was 
the only drawback of implementing Google’s Firebase for the 
text detection process. There were several factors found to 
have affected the accuracy of the OCR Engine such as: 
 

 Size of the text 
 Font used 
 Colour of text with respect to the background 
 Any tilt in the text 

 
This was solely responsible for hindering the performance 
and accuracy of the application. 
 
2) Inefficient Storage Techniques: The app employs text file 
storage techniques to hold the extracted information. 
However, this is not sufficient for an app that may contain 
thousands of images. The access time increases and overall 
speed decreases considerably as the library size increases. 
This issue can be solved by implementing a hash table 
instead, as it has an access time of just O(1). 
 
3) Lack of support for external storage: The app needs to 
incorporate external storage (such as SD card) as well to be 
fully functional. The implementation of this has been omitted 
due to lack of time. The second challenge was the storage of 
information. While a .txt file storage system is practical for 
small-scale applications, there will definitely be a setback in 
the time taken to retrieve information. Even databases are 
notably inefficient in sub-string search. However, the use of 
hash-indexed table containing all commonly searched 
keywords and results might be able to make the storage 
more efficient. 

 
6.   CONCLUSION AND FUTURE WORK 
 

This paper elaborated on the design and construction of a 
comprehensive system for Document Image retrieval and 
searching based on the mobile platform. The main 
advantages of this system were that it facilitated features 
such as keyword search and content categorisation of 
images, and also helped automate the entire organisation 
process for the user, while simultaneously occupying the 
least amount of space. 

 
The system employed the KMP algorithm for keyword 

search, and proposed using a Bag-of-Words model for 
categorisation. The platform used for text detection is 

Firebase from Google’s ML Kit. Experimental results showed 
that the overall performance of the app was satisfactory. 
There were a few challenges encountered during the 
development of this project. The first was the unpredictable 
accuracy of Firebase OCR. It was also observed that the use 
of a hash table instead of text file storage system could 
further optimise performance and information retrieval. 

 
The limited availability of time during the period of app 

development was solely responsible for limiting the scope of 
the proposed system. However, future work will look into 
improving this system, particularly in terms of efficiency, 
and by adding several other useful features, such as 
integration with cloud storage, and even allowing cross-
platform access of system. Additionally, a concentrated study 
has to be made comparing the various state-of-art OCR 
Engines available for the Android platform, and the 
proposed system should implement the most accurate one. 
Lastly, the proposed system can even be extended to include 
other types of images, and hence a complete solution can be 
developed and deployed. 
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