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Abstract - Category change point detection of acoustic 
signals into significant regions is an important part of many 
applications. Systems which are developed for speech/music 
classification, indexing and retrieval usually take segmented 
audios rather than raw audio data as input. This paper 
presents a new technique to identify the change point 
detection of audio data between speech and music category. 
The change point detection method used in this paper is based 
on Mel-Frequency cepstral coefficients (MFCC) features which 
are used to characterize the audio data. Support Vector 
Machine (SVM) and Autoassociative Neural Network (AANN) 
are used to detect change point of audio.  The results achieved 
in our experiments illustrate the potential of this method in 
detecting the change point between speech and music changes 
in audio signals. 
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1. INTRODUCTION 
 
A digital audio recording is characterized by two factors 
namely sampling and quantization. Sampling is defined as 
the number of samples captured per second to represent the 
waveform. Sampling is measured in Hertz (Hz) and when the 
rate of sampling is increased the resolution is also increased 
and hence, the measurement of the waveform is more 
precise. Quantization is defined as the number of bits used to 
represent each sample. Increasing the number of bits for 
each sample increases the quality of audio recording but the 
space used for storing the audio files becomes large. Sounds 
with frequency between 20 Hz to 20,000 Hz are audible by 
the human ear [1]. 

Category change points in an audio signal such as speech to 
music, music to advertisement and advertisement to news 
are some examples of segmentation boundaries. Systems 
which are designed for classification of audio signals into 
their corresponding categories usually take segmented 
audios as input. However, this task in practice is a little more 
complicated as these transitions are not so obvious all the 
times [2]. For example, the environmental sounds may vary 
while a news report is broadcast. Thus, many times it is not 
obvious even to a human listener, whether a category change 
point should occur or not. Fig.1 shows the speech/music 
change point detection of audio signals. 

 
Fig -1: Speech/Music Change point detection 

 
2. ACOUSTIC FEATURE EXTRACTION 
 
Acoustic feature extraction plays an important role in 
constructing an audio change point detection system. The 
aim is to select features which have large between-class and 
small within-class discriminative power [3]. 

2.1 Mel Frequency Cepstral Coefficients 
 

Mel Frequency Cepstral Coefficients (MFCCs) are short-term 
spectral based and dominant features and are widely used in 
the area of audio and speech processing. The mel frequency 
cepstrum has proven to be highly effective in recognizing the 
structure of music signals and in modeling the subjective 
pitch and frequency content of audio signals [4]. The MFCCs 
have been applied in a range of audio mining tasks, and have 
shown good performance compared to other features. 
MFCCs are computed by various authors in different 
methods. It computes the cepstral coefficients along with 
delta cepstral energy and power spectrum deviation which 
results in 26 dimensional features. The low order MFCCs 
contains information of the slowly changing spectral 
envelope while the higher order MFCCs explains the fast 
variations of the envelope [5]. 

MFCCs are based on the known variation of the human ears 
critical bandwidths with frequency. The filters are spaced 
linearly at low frequencies and logarithmically at high 
frequencies to capture the phonetically important 
characteristics of speech and audio [6]. To obtain MFCCs, the 
audio signals are segmented and windowed into short 
frames of 20 ms. Fig. 2 describes the procedure for 
extracting the MFCC features. 

 

Fig -2: Extraction of MFCC from Audio Signal. 
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Magnitude spectrum is computed for each of these frames 
using fast Fourier transform (FFT) and converted into a set 
of Mel scale filter bank outputs. A popular solution is 
therefore filter bank analysis since this provides a much 
more straightforward route to obtain the desired non-linear 
frequency resolution. The magnitude coefficients are then 
binned by correlating them with each triangular filter. Here 
binning means that each FFT magnitude coefficient is 
multiplied by the corresponding filter gain and the results 
are accumulated. Thus, each bin holds a weighted sum 
representing the spectral magnitude in that filter bank 
channel.  
Logarithm is then applied to the filter bank outputs followed 
by discrete cosine transformation to obtain the MFCCs. 
Because the Mel spectrum coefficients are real numbers, 
they may be converted to the time domain using the Discrete 
Cosine Transform (DCT). In practice the last step of taking 
inverse DFT is replaced by taking discrete cosine  transform 
(DCT) for computational efficiency. The cepstral 
representation of the speech spectrum provides a good 
representation of the local spectral properties of the signal 
for the given frame analysis. Typically, the first 13 MFCCs are 
used as features. 

3. SPEECH/MUSIC CHANGE POINT DETECTION 
TECHNIQUES 
 
3.1 Support Vector Machine 
 
A machine learning technique which is based on the 
principle of structure risk minimization is support vector 
machines. It has numerous applications in the area of pattern 
recognition [7]. SVM constructs linear model based upon 
support vectors in order to estimate decision function. If the 
training data are linearly separable, then SVM finds the 
optimal hyper plane that separates the data without error 
[8]. Fig. 3 shows an example of a non-linear mapping of SVM 
to construct an optimal hyper plane of separation. SVM maps 
the input patterns through a non-linear mapping into higher 
dimension feature space. For linearly separable data, a linear 
SVM is used to classify the data sets [9]. The patterns lying 
on the margins which are maximized are the support 
vectors. 

 
Fig -3: Example for SVM Kernel Function Φ(x) Maps 2-

Dimensional Input Space to Higher 3-Dimensional Feature 
Space. (a) Nonlinear Problem. (b) Linear Problem. 

 

The support vectors are the (transformed) training patterns 
and are equally close to hyperplane of separation. The 
support vectors are the training samples that define the 
optimal hyperplane and are the most difficult patterns to 
classify. 

3.2 Autoassociative Neural Network 

Autoassociative Neural Network (AANN) model consists of 
five layer network which captures the distribution of the 
feature vector as shown in Fig. 4. The input layer in the 
network has less number of units than the second and the 
fourth layers. The first and the fifth layers have more 
number of units than the third layer [10]. The number of 
processing units in the second layer can be either linear or 
non-linear. But the processing units in the first and third 
layer are non-linear. Back propagation algorithm is used to 
train the network [11]. 

 The shape of the hyper surface is determined by projecting 
the cluster of feature vectors in the input space onto the 
lower dimensional space simultaneously, as the error 
between the actual and the desired output gets minimized. 

 
 

Fig -4: The Five Layer AANN Model. 
 
The activation function used by the non-linear units is 
tanh(s), where s is the activation value of the unit. The 
number of units used in each layer is indicated by the integer 
value. The weights of the network are adjusted to minimize 
the mean square error for every feature vector using back 
propagation learning algorithm. A new measure called a low 
average error can be used to achieve the best probability 
surface [12]. The weights of the network are trained using 
back propagation algorithm to minimize the mean square 
error for every feature vector. The network is set to be 
trained for 1 epoch if the weight adjustment is done for all 
feature vectors in one go. An average of the mean square 
error is computed for successive epochs. 

During testing the acoustic features extracted are given to 
the trained model of AANN and the average error is 
obtained. The structure of the AANN model used in our study 
is 13L 38N 4N 38N 13L for MFCC, for capturing the 
distribution of the acoustic features of a class. 
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4. THE PROPOSED AUDIO CHANGE POINT 
DETECTION ALGORITHM 
 
4.1 Support Vector Machine 
 

1. The sliding window is initially placed at the left end 
of the signal.  

2. The classifier SVM model is trained to map the 
distribution of the feature vectors in the left and 
right half of the window over the hyper plane. 

3. The misclassification rate of the left and right half 
feature vectors of the window are used for testing.  

4. The SVM misclassification rates are obtained using 
the relations are misclassification rates of MFCC for 
(+1) class and (-1) class, respectively and α is a 
scaling factor which varies from 0 to 1. 

The above process is repeated by moving the window with a 
shift of 10 milliseconds until it reaches the right end of the 
signal.  

The category change points are detected from the 
misclassifications by applying a threshold.  

A low misclassification indicates that the characteristics of 
the signal in the right half of the window are different from 
the signal in the left half of the window, and hence, the 
middle of the window is a category change point. 

4.2 Autoassociative Neural Network 
 

1. AANN model is trained to capture the distribution 
of the feature vectors in the left half of the window.  

2. The feature vectors in the right half of the window 
are used for testing.  

3. The output of the model is compared with the input 
to compute the normalized squared error.  

4. Average confidence score is obtained for the feature 
vectors in the right half of the window.  

The above process is repeated by moving the window with a 
shift of 10 ms until it reaches the right end of the signal. The 
category change points are detected from the average 
confidence scores by applying a threshold. A low average 
confidence score indicates that the characteristics of the 
signal in the right half of the window are different from the 
signal in the left half of the window and hence, the middle of 
the window is a category change point. 

4.3 Performance Measures 
 
The performance of speech/music change point detection is 
assessed in terms of two types of error namely false alarms 
and missed detections. A false alarm (α) of category change 
point detection occurs when a detected category change 

point is not a true one. A missed detection (β) occurs when a 
true category change point cannot be detected. The false 
alarm rate (αr) and missed detection rate (βr) are defined as 

           (1) 

                              (2) 

5. EXPERIMENTAL RESULTS 
5.1 Database 
 
Performance of the proposed speech/music change point 
detection system is evaluated using the Television broadcast 
audio data collected from Tamil channels, containing 
different durations of audio namely speech and music from 5 
seconds to 1 hour sampled at 8 kHz and encoded by 16-bit 
monophonic. The audio consists of varying durations of the 
categories i.e., music followed by speech and speech between 
music, etc. 

5.2 Database 
 
13-dimensional MFCC features are extracted. A frame size of 
20 ms and a frame shift of 10 ms of 100 frames as window 
are used. Hence, an audio signal of 1 second duration results 
in 100 × 13 feature vector. SVM and AANN models are used 
to capture the distribution of the acoustic feature vectors. 

5.3 Category Change Point Detection 
 
The sliding window of 1 second is initially placed at the left 
end of the signal. The confidence score for the middle frame 
of the window is computed, by averaging the scores of the 
frames in the left half of the window. The window is shifted 
by 10 ms and the same procedure is repeated for the entire 
signal. The proposed speech/music change point detection 
algorithm of confidence scores, miss classification error and 
probability density function of SVM and AANN, respectively 
are shown in Fig. 5. 

 
Fig -5: Speech/music Change Point Detection, (a) Sample 

Waveform. (b) SVM Misclassification Error of Sample 
Waveform. (c) AANN Confidence Scores of Sample 

Waveform. 
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The performance of the proposed speech/music change 
point detection system using SVM and AANN in terms of the 
precision and recall measures is shown in chart-1. 
 

 
Chart -1: Performance of Speech/Music 

Change Point Detection using SVM and AANN. 
 

The performance comparison of the speech/music change 
point detection using SVM and AANN in terms of F-measures 
is shown in Table 1. 
 

Table -1: A Comparison of the performance of 
speech/music Change point detection using SVM and 

AANN in terms of the 
F-measures 

 

Techniques F-Measure 
SVM 82% 

AANN 90% 

In this paper we have proposed a method for detecting the  
Category change point between speech/music using Support 
Vector Machine (SVM) and Auto Associative Neural Network 
(AANN).  The performance is studied using 13 dimensional 
MFCC features. AANN based change point detection gives a 
better performance of 90% F-measure when compared to 
SVM based change point detection. 
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