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#### Abstract

In this paper a numerical method for solving fuzzy transport equation is considered and also we use separable variable method to solve fuzzy transport equation. First described the preliminaries definitions, and then consider a finite difference scheme for the one dimensional transport equation, then described the fuzzy separation variable method. We use Matlab for numerical calculation. In this example, it obtains the Hausdorff distance between Finite different scheme solution and separable variable solution.
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## INTRODUCTION:

Fuzzy differential equations have been applied extensively in recent years to model uncertainty in mathematical models. Fuzzy transport equation is one of the simplest Fuzzy partial differential equation, which may appear in many applications. The concept of a fuzzy derivative was first introduced by Chang and Zadeh [8] and others. Fuzzy differential equations were first formulated by Kaleva [9] and Seikkala [10] in time dependent form. Kaleval had formulated fuzzy differential equations, in term of derivative [9]. Buckley and Feuring have given a very general formulation of a fuzzy firstorder initial value problem. They first find the crisp solution, fuzzify it and then check to see if it satisfies the FDE. Furthermore, some numerical methods for solving FDE are discussed in [11, 12, 13, and 14].

In this paper, using Fuzzy separation variable method and finite different scheme procedure are presented. The paper has been organized as follows. In first section described some basic definitions of fuzzy set and fuzzy number which have been discussed by L.A. Zadeh. Then described with finite difference scheme and implemented on transport equation. The necessary condition for stability of proposed method will discussed following section. Introduced Fuzzy separable variable method for fuzzy transport equation is discussed in next section. Example and solution of results are presented in later section. The paper concludes with a section on conclusion.

## PRELIMINARIES

Classical sets are also called 'crisp' sets so as to distinguish them from fuzzy sets. In fact, the crisp sets can be taken as special cases of fuzzy sets. Let A be a crisp set defined over the universe $X$. Then for any element $x$ in $X$, either $x$ is a member of A or not. In fuzzy set theory, this property is generalized. Therefore, in a fuzzy set, it is not necessary that $x$ is a full member of the set or not a member. It can be a partial member of the sets. The generalization is performed as follows: For any crisp set A it is possible to define a characteristic function $\mu_{x}=\{0,1\}$, the characteristic function takes either of the values 0 or 1 in the classical set, for a fuzzy set, the characteristic function can take any value between zero and one [1].

## Definition:

The membership function $\mu_{\widetilde{\AA}}(\mathrm{x})$ of a fuzzy set $\widetilde{\mathrm{A}}$ is a function $\mu_{\widetilde{\mathrm{A}}}: \mathrm{X} \rightarrow[0,1]$
So every element in $x$ in $X$ has membership degree [7]: $\mu_{\widetilde{A}}(x) \in[0,1]$
$A$ is completely determined by the set of tuples: $\widetilde{A}=\left\{\left(x, \mu_{\widetilde{A}}(x)\right) x \in X\right\}$

## Definition:

The set of elements that belong to the fuzzy set $\widetilde{A}$ at least to the degree $\alpha$ is called the $\alpha$-cut set:
$\mathrm{A}_{\alpha}=\left\{\mathrm{x} \in \mathrm{X} / \mu_{\tilde{\mathrm{A}}}(\mathrm{x}) \geq \alpha\right\}$
$\mathrm{A}_{\alpha}^{\prime}=\left\{\mathrm{x} \in \mathrm{X} / \mu_{\tilde{\mathrm{A}}}(\mathrm{x})>\alpha\right\}$ is called strong $\alpha-\operatorname{cut}[1]$.


Figure - 1 Fuzzy set

## Definition:

The triangular fuzzy number $\widetilde{\mathrm{N}}$ is defined by three numbers $\alpha<m<\beta$ as follows, $\tilde{A}=(\alpha, m, \beta)$ This representation is interpreted as membership function [1] (Fig.1)


Figure - 2 Fuzzy Numbers
$\mu_{\widetilde{A}}(x)=\left\{\begin{array}{cc}\frac{x-\alpha}{m-\alpha} & \alpha \leq x<m \\ 1 & x=m \\ \frac{x-\beta}{m-\beta} & m<x \leq \beta \\ 0 & \text { otherwise }\end{array}\right\}$
If $\alpha>0(\alpha \geq 0)$ then $\tilde{A}>0(\tilde{A} \geq 0)$,
If $\beta<0(\beta \leq 0)$ then $\tilde{A}<0(\tilde{A} \leq 0)$.

We represent an arbitrary fuzzy number by an ordered pair of function $(\bar{u}(r), \underline{u}(r)), 0 \leq r \leq 1$, which satisfies the following requirements:[2]

1. $\underline{u}(r)$ is a bounded left continuous non decreasing function over $[0,1]$.
2. $\overline{\bar{u}}(r)$ is a bounded right continuous non increasing function over $[0,1]$.
3. $\bar{u}(r) \leq \underline{u}(r), 0 \leq r \leq 1$. Where $\bar{u}(r)$ and $\underline{u}(r)$ are crisp numbers

For arbitrary fuzzy number $\mathrm{x}=(\bar{x}, \underline{x}), \mathrm{y}=(\bar{y}, \underline{y})$ and real number k :

1. $\mathrm{X}=\mathrm{y}$ if and only if $\underline{x}(r)=\underline{y}(r)$ and $\bar{x}(r)=\bar{y}(r)$ for all $0 \leq r \leq 1$.
2. $\mathrm{Kx}=\left\{\begin{array}{ll}(k \underline{x}, k \bar{x}) & k \geq 0 \\ (k \underline{x}, k \bar{x}) & k<0\end{array}\right\}$
3. $\mathrm{x}+\mathrm{y}=(\underline{x}(r)+\underline{y}(r), \bar{x}(r)+\bar{y}(r))$
4. $\quad \mathrm{x}-\mathrm{y}=(\underline{x}(r)-\bar{y}(r), \bar{x}(r)-\underline{y}(r))$
5. $\quad$..y $=\{\min \{\underline{x}(r) \cdot \underline{y}(r), \underline{x}(r) \cdot \bar{y}(r), \bar{x}(r) \cdot \underline{y}(r), \bar{x}(r) \cdot \bar{y}(r)\}, \max \{\underline{x}(r) \cdot \underline{y}(r), \underline{x}(r) \cdot \bar{y}(r), \bar{x}(r) \cdot \underline{y}(r), \bar{x}(r) \cdot \bar{y}(r)\}\}$

Since the $\alpha$ - cut of fuzzy numbers are always a closed and bounded, interval, so we can write $\widetilde{N}[\alpha]=[\underline{N}(\alpha), \bar{N}(\alpha)]$, for all $\alpha$.
The Hausdorff metric $\mathrm{D}_{\mathrm{H}}$ is defined by

$$
\begin{equation*}
\mathrm{D}_{\mathrm{H}}(\mathrm{u}, \mathrm{v})=\sup _{r \in[0,1]} \max \{|\underline{x}(r)-\underline{y}(r)|,|\bar{x}(r)-\bar{y}(r)|\} \tag{4}
\end{equation*}
$$

This metric is a bound for error. By it we obtain the difference between exact solution and approximate solution.

## FINITE DIFFERENCE METHOD:

Assume $\widetilde{U}$ is a fuzzy function of the independent crisp variable x and t . Subdivided the $\mathrm{x}-\mathrm{t}$ plane into sets of equal rectangles of sides $\delta x=h, \delta t=k$, by equally space grid lines parallel to $0 y$, defined by $\mathrm{x}_{\mathrm{i}}=\mathrm{ih}, \mathrm{i}=0,1,2,3 \ldots$. And equally spaced grid lines parallel to 0 x , defined by $\mathrm{y}_{\mathrm{j}}=\mathrm{jk}, \mathrm{j}=0,1,2, \ldots$. Denote the value of $\widetilde{U}$ at the representative mesh point $\mathrm{p}(\mathrm{ih}, \mathrm{jk})$ by $[11,12$,
$\widetilde{U}_{\mathrm{p}}=\widetilde{U}(i h, j k)=\widetilde{U}_{\mathrm{I}, \mathrm{j}}$
And also denote the parametric form of fuzzy number, $\widetilde{U}_{\mathrm{l}, \mathrm{j}}$ as follow

$$
\begin{equation*}
\widetilde{U}_{\mathrm{i}, \mathrm{j}}=\left(\underline{U_{i, j}}, \overline{U_{i, j}}\right) \tag{6}
\end{equation*}
$$

We have

$$
\begin{align*}
& \left(\mathrm{D}_{\mathrm{t}}\right) \widetilde{U}_{\mathrm{i}, \mathrm{j}}=\left(\underline{\left(\mathrm{D}_{\mathrm{t}}\right) U_{i, j}} \overline{\left(D_{t}\right) U_{i, j}}\right)  \tag{7}\\
& \left(\mathrm{D}_{\mathrm{x}}\right) \widetilde{U}_{\mathrm{i}, \mathrm{j}}=\left(\underline{\left(\mathrm{D}_{\mathrm{x}}\right) U_{i, j}}, \overline{\left(D_{x}\right) U_{i, j}}\right)  \tag{8}\\
& \left(\mathrm{D}_{\mathrm{x}} \mathrm{D}_{\mathrm{x}}\right) \widetilde{U}_{\mathrm{I}, \mathrm{j}}=\left(\underline{\left(D_{x} D_{x}\right) \widetilde{U}_{i, j}}, \overline{\left(D_{x} D_{x}\right) \widetilde{U}_{i, j}}\right) \tag{9}
\end{align*}
$$

Then by Taylor's theorem and definition of standard difference $\left(\mathrm{D}_{\mathrm{x}} \mathrm{D}_{\mathrm{x}}\right) \widetilde{U}_{\mathrm{I}, \mathrm{j}}=\left(\underline{\left(D_{x} D_{x}\right)} \widetilde{U}_{i, j}, \overline{\left(D_{x} D_{x}\right) \widetilde{U}_{i, j}}\right)$
Where,

$$
\begin{align*}
& \frac{\left(D_{x} D_{x}\right) \widetilde{U}_{i, j}}{}=\frac{\underline{u}_{i+1, j+1}-2 \bar{u}_{i, j+1}+\underline{u}_{i-1, j+1}}{h^{2}}  \tag{10}\\
& \overline{\left(D_{x} D_{x}\right) \widetilde{U}_{i, j}}=\frac{\bar{u}_{i+1, j+1}-2 \underline{u}_{i, j+1}+\bar{u}_{i-1, j+1}}{h^{2}} \tag{11}
\end{align*}
$$

Then $\left(\mathrm{D}_{\mathrm{t}}\right) \widetilde{U}_{\mathrm{i}, \mathrm{j}}$ at p we have $\quad\left(\mathrm{D}_{\mathrm{t}}\right) U_{i, j}=\frac{\underline{u}_{i, j+1}-\bar{u}_{i, j}}{k}$

$$
\begin{equation*}
\overline{\left(D_{t}\right) U_{i, j}}=\frac{\bar{u}_{i, j+1}-\underline{u}_{i, j}}{k} \tag{13}
\end{equation*}
$$

And also $\left(\mathrm{D}_{\mathrm{x}}\right) \widetilde{U}_{\mathrm{i}, \mathrm{j}}$ at p we have

$$
\begin{align*}
& \underline{\left(\mathrm{D}_{\mathrm{x}}\right) U_{i, j}}=\frac{\underline{u}_{i+1, j+1}-\bar{u}_{i, j}}{h}  \tag{14}\\
& \overline{\left(D_{x}\right) \widetilde{U}_{i, j}}=\frac{\bar{u}_{i+1, j+1}-\underline{u}_{i, j+1}}{h} \tag{15}
\end{align*}
$$

Now consider one dimensional transport equation $\left(\mathrm{D}_{\mathrm{t}}\right) \widetilde{U}_{\mathrm{i}, \mathrm{j}}=\left(\widetilde{D}_{c} \mathrm{D}_{\mathrm{xx}}-\widetilde{V} \mathrm{D}_{\mathrm{x}}\right) \widetilde{U}_{\mathrm{i}, \mathrm{j}}$
Where, $\widetilde{D}_{c}$ is fuzzy coefficient of diffusion, $\widetilde{V}$ is fuzzy coefficient of convection and $\widetilde{U}_{\mathrm{i}, \mathrm{j}}$ critical fuzzy chloride concentration depassive the reinforcement.

That the $\underline{U_{i, j}}, \overline{U_{i, j}}$ have continuous partial differential, therefore $\left(\mathrm{D}_{\mathrm{t}}\right) \widetilde{U}_{\mathrm{i}, \mathrm{j}}=\left(\widetilde{D}_{c} \mathrm{D}_{\mathrm{xx}}-\widetilde{V} \mathrm{D}_{\mathrm{x}}\right) \widetilde{U}_{\mathrm{i}, \mathrm{j}}$
Parametric form of Transport equation is

$$
\begin{align*}
& \underline{\left(\mathrm{D}_{\mathrm{t}}\right) U_{i, j}}=\widetilde{D}_{c}\left(\overline{\left(D_{x} D_{x}\right) \widetilde{U}_{i, j}}\right)-\tilde{V}\left(\overline{\left(D_{x}\right) \widetilde{U}_{i, j}}\right)  \tag{17}\\
& \overline{\left(D_{t}\right) U_{i, j}}=\widetilde{D}_{c}\left(\underline{\left(D_{x} D_{x}\right) \widetilde{U}_{i, j}}\right)-\tilde{V}\left(\underline{\left(\mathrm{D}_{x}\right) \widetilde{U}_{i, j}}\right) \tag{18}
\end{align*}
$$

By (9),(10),(11),(12),(13) and (14) the different scheme for transport equation is,

$$
\frac{\underline{u}_{i, j+1}-\bar{u}_{i, j}}{k}=\widetilde{D}_{c}\left(\frac{\bar{u}_{i+1, j+1}-2 \underline{u}_{i, j+1}+\bar{u}_{i-1, j+1}}{h^{2}}\right)-\tilde{V}\left(\frac{\bar{u}_{i+1, j+1}-\underline{u}_{i, j+1}}{h}\right)
$$

$$
\frac{\bar{u}_{i, j+1}-\underline{u}_{i, j}}{k}=\widetilde{D}_{c}\left(\frac{\underline{u}_{i+1, j+1}-2 \bar{u}_{i, j+1}+\underline{u}_{i-1, j+1}}{h^{2}}\right)-\tilde{V}\left(\frac{\underline{u}_{i+1, j+1}-\bar{u}_{i, j+1}}{h}\right)
$$

Or the following equation must be hold

$$
\begin{gather*}
\bar{u}_{i, j}=\bar{u}_{i+1, j+1}\left(r_{1}-r_{2}\right)+\bar{u}_{i-1, j+1}\left(r_{1}\right)+\underline{u}_{i, j+1}\left(1+2 r_{2}-r_{1}\right)  \tag{19}\\
\underline{u}_{i, j}=\underline{u}_{i+1, j+1}\left(r_{1}-r_{2}\right)+\underline{u}_{i-1, j+1}\left(r_{1}\right)+\bar{u}_{i, j+1}\left(1+2 r_{2}-r_{1}\right)
\end{gather*}
$$

Where $\widetilde{U}_{\mathrm{i}, \mathrm{j}}=\left(\underline{U_{i, j}}, \overline{U_{i, j}}\right)$ is the exact solution of the approximating difference equations, $\mathrm{x}_{\mathrm{i}}=\mathrm{ih}$,
$(\mathrm{i}=0,1,2,3 \ldots . \mathrm{n})$ and $\mathrm{y}_{\mathrm{j}}=\mathrm{jk},(\mathrm{j}=0,1,2, \ldots \mathrm{n}), \mathrm{r}_{1}=\frac{\widetilde{V} k}{h}$ and $\mathrm{r}_{2}=\frac{\widetilde{D}_{c} k}{h^{2}}$.

## A necessary condition for stability:

Consider the stability of the classical implicit equation. If the boundary values are know at $\mathrm{i}=0$ and N , $j>0$, then the $2(N-1)$ equations can be written in matrix as
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$\mathrm{A}\left(\frac{U_{i, j}}{\overline{U_{i, j}}}\right)=\left(\frac{U_{j}}{\bar{U}_{j}}\right)==>\left(\frac{U_{i, j}}{\overline{U_{i, j}}}\right)=A^{-1}\left(\frac{U_{j}}{\bar{U}_{j}}\right) \quad(|\mathrm{A}| \neq 0)$
Where
$\mathrm{A}=\left(\begin{array}{ll}E & F \\ F & E\end{array}\right), \mathrm{E}=\left(\begin{array}{ccccc}0 & \left(\mathrm{r}_{2}-r_{1}\right) & \ldots & & \\ r_{1} & 0 & \left(\mathrm{r}_{2}-r_{1}\right) & & \\ \ldots & & \ldots & & \\ \cdots & & r_{1} & 0\end{array}\right), \mathrm{F}=\left(\begin{array}{llll}\left(1+2 r_{2}-r_{1}\right) & \ldots & \\ & \left(1+2 r_{2}-r_{1}\right) & & \\ \ldots & & \ldots & \\ \ldots & & & \left(1+2 r_{2}-r_{1}\right)\end{array}\right)$

## Definition:

Let matrix A has special structure as follow $\left(\begin{array}{ll}E & F \\ F & E\end{array}\right)$. Then the eigenvalues of A are union of eigenvalues of $\mathrm{E}+\mathrm{F}$ and eigenvalues of E-F [3].

Definition: The largest of the eigenvalues of matrix A, is showed by $\rho(A)$.
Definition:The necessary and sufficient condition for the difference equations to be stable is
$\rho(A) \leq 1 .[4]$
Remark (1): If $A^{-1}$ be inverse of matrix A, then $\rho\left(A^{-1}\right)=\frac{1}{\rho(A)}[5]$.
Remark (2): The eigenvalues of a $\mathrm{N} \times \mathrm{N}$ tridiagonal matrix

$$
\left(\begin{array}{cccccc}
a & b & & & &  \tag{25}\\
c & a & b & & & \\
& & \ldots & & \ldots & \\
& & & c & a & b \\
& & & & c & a
\end{array}\right) \text { are } \lambda_{n}=a+2 \sqrt{b c} \cos \frac{s \pi}{N+1}, \mathrm{~s}=1, \ldots \mathrm{~N}[4]
$$

## Kellogg Lemma[6]:

Let $r>0$, and $G$ is nonnegative definite real matrix, then

$$
\left\{\begin{array}{ll} 
& \left\|(I+r G)^{-1}\right\|_{2} \leq 1  \tag{26}\\
& \left\|(I-r G)(I+r G)^{-1}\right\|_{2} \leq 1
\end{array}\right\}
$$

## Theorem:

Let matrix A has special structure as follow $\left(\begin{array}{ll}E & F \\ F & E\end{array}\right)$. Then the eigenvalues of A are union of eigenvalues of $\mathrm{E}+\mathrm{F}$ and eigenvalues of E-F

Proof: It is sufficient to show that $\rho(A) \leq 1$ and matrixes $(\mathrm{N}-1) \times(\mathrm{N}-1) \mathrm{S}_{1}$ and $\mathrm{S}_{2}$ as follow

Where, $\mathrm{S}_{1}=\mathrm{E}+\mathrm{F}=\left(\begin{array}{cccccc}1+2 r_{2}-r_{1} & \left(r_{2}-r_{1}\right) & & & & \\ r_{1} & 1+2 r_{2}-r_{1} & \left(r_{2}-r_{1}\right) & & & \\ & & \ldots & & & \\ & & & & r_{1} & 1+2 r_{2}-r_{1} \\ & & \left(r_{2}-r_{1}\right) \\ & & & & r_{1} & 1+2 r_{2}-r_{1}\end{array}\right)$
and $\quad \mathrm{S}_{2}=\mathrm{E}-\mathrm{F}=\left(\begin{array}{ccccc}-\left(1+2 r_{2}-r_{1}\right) & \left(r_{2}-r_{1}\right) & & & \\ r_{1} & -\left(1+2 r_{2}-r_{1}\right) & \left(r_{2}-r_{1}\right) & & \\ & & \ldots & & \\ & & & r_{1}-\left(1+2 r_{2}-r_{1}\right) & \left(r_{2}-r_{1}\right) \\ & & & r_{1} & -\left(1+2 r_{2}-r_{1}\right)\end{array}\right)$

By equation (26),

$$
\begin{aligned}
& \lambda_{S_{1}}=\left(1+2 r_{2}-r_{1}\right)+2 \sqrt{\left(r_{2}-r_{1}\right) \mathrm{r}_{1}} \cos \frac{K \pi}{N}, \mathrm{~K}=1,2 \ldots \mathrm{~N}-1 . \\
& \lambda_{S_{2}}=-\left(1+2 r_{2}-r_{1}\right)+2 \sqrt{\left(r_{2}-r_{1}\right) r_{1}} \cos \frac{K \pi}{N}, \mathrm{~K}=1,2 \ldots \mathrm{~N}-1 .
\end{aligned}
$$

We know $\rho\left(\mathrm{S}_{1}\right)={ }_{k}^{\operatorname{Max}}\left|\left(1+2 r_{2}-r_{1}\right)+2 \sqrt{\left(r_{2}-r_{1}\right) \mathrm{r}_{1}} \cos \frac{K \pi}{N}\right|$

$$
\begin{equation*}
\rho\left(\mathrm{S}_{1}\right)=\rho\left(S_{2}\right) \tag{27}
\end{equation*}
$$

Our assumption of $r_{1}$ and $r_{2}$ are not equal to zero and $r_{2}$ should be greater that $r_{1}$, that's $r_{2}-r_{1}$ should be nonnegative and Max $\left|\cos \frac{K \pi}{N}\right|=1$

$$
\rho(\mathrm{A})=\underset{k}{\operatorname{Max}}\left|\left(1+2 r_{2}-r_{1}\right)+2 \sqrt{\left(r_{2}-r_{1}\right) \mathrm{r}_{1}} \cos \frac{K \pi}{N}\right|>0
$$

## By Kellogg lemma

$$
\begin{equation*}
\rho\left(A^{-1}\right)=\frac{1}{\operatorname{Max}_{k} \mid\left(1+2 r_{2}-r_{1}\right)+2 \sqrt{\left(r_{2}-r_{1}\right) \mathrm{r}_{1} \mid}}<1 \text { for all } \mathrm{r}_{1}, \mathrm{r}_{2}>0 \tag{28}
\end{equation*}
$$

Therefore our difference scheme is unconditionally stable.

## FUZZY SEPARATION OF VARIABLE:

In developing a solution to a Fuzzy partial differential equation (FPDE) by Fuzzy separation of variables, one assumes that it is possible to separate the contributions of the fuzzy independent variables into Fuzzy separate functions that each involves only one fuzzy independent variable. The method of Fuzzy separation of variables must be working with fuzzy linear homogenous partial differential equations with fuzzy linear homogeneous boundary conditions. At this point are going to worry about the initial conditions because the solution that we initially get will rarely satisfy the initial conditions. The method of Fuzzy separation of variables relies upon the assumption that a function of the form,

$$
\begin{equation*}
\widetilde{U}(x, t)=\tilde{X}(x) \tilde{T}(t) \tag{29}
\end{equation*}
$$

Where $\tilde{X}(x)$ a fuzzy is function of x and $\tilde{T}(t)$ is a fuzzy function of t . The fuzzy functions are simple because any temperature $\tilde{u}(x, t)$ of this form will retain its basic "shape" for different value of time $t$. The general idea is that it is possible to find an infinite number of these solutions to the FPDE. These simple fuzzy functions

$$
\begin{equation*}
\widetilde{U}_{n}(x, t)=\tilde{X}_{n}(x) \widetilde{T}_{n}(t) \tag{30}
\end{equation*}
$$

The solution $\widetilde{U}_{n}(x, t)$, they are looking for is found by adding the simple fundamental solution $\tilde{X}_{n}(x) \widetilde{T}_{n}(t)$ in such a way that the resulting sum

$$
\begin{equation*}
\sum_{n=1}^{\infty} \tilde{A}_{n} \widetilde{X}_{n}(x) \tilde{T}_{n}(t) \tag{31}
\end{equation*}
$$

will be a solution to a Fuzzy linear homogeneous partial differential equation in $x$ and $t$. This is called fuzzy product solution and provided the boundary conditions are also fuzzy linear and homogeneous this will also satisfy the boundary conditions.In order to use the method of fuzzy separation of variables, if would be working with a fuzzy linear homogenous partial differential equation with fuzzy linear boundary condition. At the point of initial conditions are not worried, because the solution that initially get will rarely satisfy the initial conditions. However there are ways to generate a solution that will satisfy initial condition provided they meet some fairly simple requirements.

Consider the fuzzy transport equation

$$
\begin{align*}
& \frac{\partial \widetilde{U}}{\partial t}(x, t)=\widetilde{D} \frac{\partial^{2} \widetilde{U}}{\partial x^{2}}-\widetilde{V} \frac{\partial \widetilde{U}}{\partial x}, \quad 0<\mathrm{x}<1, \mathrm{t}>0  \tag{32}\\
& \widetilde{\mathrm{U}}(\mathrm{x}, 0)=\tilde{\mathrm{f}}(\mathrm{x}), \quad \widetilde{\mathrm{U}}(0, \mathrm{t})=0, \quad \widetilde{\mathrm{U}}(\mathrm{~L}, \mathrm{t})=0
\end{align*}
$$

Given PDE is $\frac{\partial \widetilde{U}}{\partial t}(x, t)=\widetilde{D} \frac{\partial^{2} \widetilde{U}}{\partial x^{2}}-\widetilde{V} \frac{\partial \widetilde{U}}{\partial x}, \quad 0<\mathrm{x}<1, \mathrm{t}>0$

$$
\text { Let } \widetilde{U}(x, t)=\tilde{X}(x) \widetilde{T}(t)
$$

$$
\widetilde{U}_{x}=\tilde{X}^{\prime}(x) \widetilde{T}(t), \widetilde{U}_{x x}=\tilde{X}^{\prime \prime}(x) \tilde{T}(t) \text { and } \widetilde{U}_{t}=\tilde{X}(x) \tilde{T}^{\prime}(t)
$$

Substituting the given PDE is

$$
\begin{aligned}
& \tilde{X}(x) \tilde{T}^{\prime}(t)=\widetilde{D} \tilde{X}^{\prime \prime}(x) \tilde{T}(t)-\tilde{V} \tilde{X}^{\prime}(x) \tilde{T}(t) \\
& \frac{\tilde{T}^{\prime}(t)}{\tilde{T}(t)}=\frac{\widetilde{D} \tilde{X}^{\prime \prime}(x)-\tilde{V} \tilde{X}^{\prime}(x)}{\tilde{X}(x)}
\end{aligned}
$$

Since L.H.S is a function of $x$ only, R.H.S is a function of $t$ only, it must have

$$
\frac{\tilde{T}^{\prime}(t)}{\tilde{T}(t)}=\tilde{\lambda}, \quad \frac{\widetilde{D} \tilde{X}^{\prime \prime}(x)-\widetilde{V} \tilde{X}^{\prime}(x)}{\tilde{X}(x)}=\tilde{\lambda} \quad \text { and } \tilde{X}(0)=0, \tilde{X}(L)=0
$$

Assume that are interested $\widetilde{U}(x, t)$ valid for all t .
Case (I): If $\tilde{\lambda}=\mathbf{0}$, So in this case the only solution is the trivial solution and so $\lambda=0$ is not an eigenvalue for this boundary value problem.

Case (II): If $\tilde{\lambda}>0$
Let $\tilde{\lambda}=\tilde{n}^{2}$
That implies $\widetilde{T}^{\prime}(t)-\tilde{n}^{2} \tilde{T}(t)=0$ and $\widetilde{D} \tilde{X}^{\prime \prime}(x)-\tilde{V} \tilde{X}^{\prime}(x)-\tilde{n}^{2} \tilde{X}(x)=0$
$\widetilde{T^{\prime}}(t)-\tilde{n}^{2} \tilde{T}(t)=0 ; \tilde{T}(t)=\tilde{A} e^{\tilde{n}^{2} \tilde{t}}$
We known that $\widetilde{D} \geq \tilde{V}$, that is $V^{2}+4 D n^{2}>0$
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$\tilde{X}(x)=\tilde{B} e^{\tilde{\alpha} x}+\widetilde{C} e^{\tilde{\beta} x}$, where $\tilde{\alpha}=\frac{\tilde{V}}{2 \widetilde{D}}+\frac{\sqrt{\tilde{V}^{2}+4 \widetilde{D} \tilde{n}^{2}}}{2 D}$ and $\beta=\frac{\tilde{V}}{2 \tilde{D}}-\frac{\sqrt{\tilde{V}^{2}+4 \widetilde{D} \tilde{n}^{2}}}{2 D}$
$\tilde{X}(0)=0 \rightarrow \tilde{B}=-\widetilde{C}$

$$
\tilde{X}(x)=0 \rightarrow \widetilde{U}(x, t)=\tilde{0}
$$

## Case (III): If $\tilde{\lambda}<0$

Let $\tilde{\lambda}=-\tilde{n}^{2}$
That implies $\widetilde{T}^{\prime}(t)+\tilde{n}^{2} \tilde{T}(t)=0$ and $\widetilde{D} \tilde{X}^{\prime \prime}(x)-\tilde{V} \tilde{X}^{\prime}(x)+\tilde{n}^{2} \tilde{X}(x)=0$
$\widetilde{T^{\prime}}(t)+\tilde{n}^{2} \widetilde{T}(t)=0 ;$
This is simple linear (and separable for that matter) first order differential equation,

$$
\tilde{T}(t)=\tilde{A} e^{-\tilde{n}^{2} \tilde{t}}
$$

We known that $\widetilde{D} \geq \tilde{V}$, that is $V^{2}-4 D n^{2} \leq 0$
$\tilde{X}(x)=e^{\tilde{\alpha} x}(\tilde{B} \cos (\tilde{\beta} x)+\widetilde{C} \sin (\tilde{\beta} x))$, where $\tilde{\alpha}=\frac{\tilde{V}}{2 \tilde{D}}$ and $\beta=\frac{\sqrt{4 \widetilde{4} \tilde{n}^{2}-\tilde{V}}}{2 D}$
$\tilde{X}(0)=0 \rightarrow \tilde{B}=0$

$$
\begin{array}{r}
\tilde{X}(L)=0 \rightarrow \sin (\tilde{\beta} L)=0 \rightarrow(\tilde{\beta} L)=N \pi, \mathrm{~N}=1,2,3, \ldots \\
\tilde{n}^{2}=\frac{V^{2} L^{2}+4 D^{2} N^{2} \pi^{2}}{4 D L^{2}}
\end{array}
$$

The positive eigenvalues and their corresponding eigenfunctions of this boundary value problem are then,
$\tilde{\beta}=\frac{N \pi}{L}$
$\tilde{X}(x)=e^{\frac{\tilde{V}}{2 \tilde{D}} x} \widetilde{C} \sin \left(\frac{N \pi}{L} x\right)$
$\widetilde{U}(x, t)=\tilde{X}(x) \widetilde{T}(t)$
Our product solution is,
$\widetilde{U}(x, t)=\widetilde{K} \sin \left(\frac{N \pi}{L} x\right) e^{-\left(\frac{V^{2} L^{2}+4 D^{2} N^{2} \pi^{2}}{4 L^{2}}\right) \tilde{t}+\left(\frac{\tilde{V}}{2 \bar{D}}\right) x}$
Note however that fact found infinitely many solutions since there are infinitely many solutions (i.e. eigenfunctions) to the spatial problem. Since the linear combination of particular solution is also a solution, we have
$\widetilde{U}_{N}(x, t)=\sum_{N} \widetilde{K}_{N} \sin \left(\frac{N \pi}{L} x\right) e^{-\left(\frac{V^{2} L^{2}+4 D^{2} N^{2} \pi^{2}}{4 D L^{2}}\right) \tilde{t}+\left(\frac{\tilde{V}}{2 \bar{D}}\right) x} \quad \mathrm{~N}=1,2,3, \ldots$

## EXAMPLE:

Consider the fuzzy transport equation

$$
\frac{\partial \widetilde{U}}{\partial t}(x, t)=\frac{\partial^{2} \tilde{U}}{\partial x^{2}}-\frac{\partial \widetilde{U}}{\partial x}, \quad 0<x<1, \mathrm{t}>0
$$

$\mathrm{BC} \widetilde{\mathrm{U}}(0, \mathrm{t})=0, \quad \widetilde{\mathrm{U}}(1, \mathrm{t})=0$
IC $\widetilde{\mathrm{U}}(\mathrm{x}, 0)=\widetilde{\mathrm{M}} \mathrm{e}^{\mathrm{x} / 2}$
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## SOLUTION:

Now applying for the fuzzy separable variable method to described the solution in equation (33),

$$
\widetilde{U_{N}}(x, t)=\sum_{N} \widetilde{K}_{N} \sin (N \pi x) e^{-\left(\frac{1+4 N^{2} \pi^{2}}{4}\right) t+\left(\frac{1}{2}\right) x}
$$

That the initial condition $\widetilde{U}(x, 0)=\widetilde{M} e^{x / 2}$

$$
\widetilde{\mathrm{M}} \mathrm{e}^{\mathrm{x} / 2}=\sum_{N} \widetilde{K}_{N} \sin (N \pi x) e^{\left(\frac{1}{2}\right) x}
$$

Expanding the initial temperature $\tilde{f}(x)$,

$$
\widetilde{\mathrm{M}} \mathrm{e}^{\mathrm{x} / 2} e^{-\left(\frac{1}{2}\right) x}=\left[\widetilde{K}_{1} \sin (\pi x)+\widetilde{K}_{2} \sin (2 \pi x)+\cdots+\widetilde{K}_{i} \sin (i \pi x)+\ldots\right]
$$

Multiply on both sides $\sin (\pi x)$ and taking integrate from 0 to 1 , then
Note: $\int_{0}^{1} \sin (j \pi x) \sin (i \pi x) d x=\left\{\begin{array}{ll}0 & \text { if } j \neq i \\ 1 / 2 & \text { if } j=i\end{array}\right\}$
Put $\mathrm{N}=1$ in that equation $\int_{0}^{1} \widetilde{\mathrm{M}} \sin (\pi x) \mathrm{dx}=\widetilde{K}_{1} / 2 \quad \rightarrow \widetilde{K}_{1}=\frac{4}{\pi}$

$$
\begin{equation*}
\widetilde{U}_{1}(x, t)=\frac{4 \widetilde{\mathrm{M}}}{\pi} e^{-\left(\frac{1+4 \pi^{2}}{4}\right) t+\left(\frac{1}{2}\right) x} \sin (\pi x) \tag{34}
\end{equation*}
$$

Consider, $\quad \widetilde{\mathrm{M}}[\alpha]=[\underline{\mathrm{M}}(\alpha), \overline{\mathrm{M}}(\alpha)]=[\alpha-1,1-\alpha]$
$\frac{\partial \underline{U}}{\partial t}(x, t ; \alpha)=\frac{\partial^{2} \underline{U}}{\partial x^{2}}(x, t ; \alpha)-\frac{\partial \underline{U}}{\partial x}(x, t ; \alpha), \quad$ for $0 \leq x \leq 1, t>0$

$$
\begin{equation*}
\frac{\partial \bar{U}}{\partial t}(x, t ; \alpha)=\frac{\partial^{2} \bar{U}}{\partial x^{2}}(x, t ; \alpha)-\frac{\partial \bar{U}}{\partial x}(x, t ; \alpha) \quad \text { for } 0 \leq x \leq 1, t>0 \tag{35}
\end{equation*}
$$

$\underline{U}(x, t ; \alpha)=\frac{4 \mathrm{M}(\alpha)}{\pi} e^{-\left(\frac{1+4 \pi^{2}}{4}\right) t+\left(\frac{1}{2}\right) x} \sin (\pi x)$
$\bar{U}(x, t ; \alpha)=\frac{4 \overline{\mathrm{M}}(\alpha)}{\pi} e^{-\left(\frac{1+4 \pi^{2}}{4}\right) t+\left(\frac{1}{2}\right) x} \sin (\pi x)$
The fuzzy separable variable solution and finite difference solutions are shown in Figure (3) at the point (0.7, 0.005)with $h=$ $0.001, k=0.000099$.

The Housdorff distance between solutions is 0.001


Figure $-3 h=0.001, k=0.000099$

## CONCLUSIONS:

The fuzzy partial differential equation can be applied for modeling in physics, engineering and mechanical systems. In this paper introduced fuzzy separable variable method to solve for Transport equation. And also compare with fuzzy separable variable solution and finite difference solution and then described with the Hausdroff distance between fuzzy separable variable solution and finite difference solution, moreover the finite difference method gave a good approximation for the solution.
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