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Abstract:- Huge scale medical image processing is a 
serious problem in image classification. To discovery 
numerous parallel processing approach in the survey 
paper which addresses dissimilar techniques to handle 
huge measure dataset. In this research work compare few 
related works which are complete based on huge scale 
medical image data which classification. The survey 
correspondingly offers an understanding on particular 
parallel processing approaches. There is still fewer effort 
complete in the arena of huge quantity of medical image 
analysis. The proposed image data analysis technique 
incorporate the Bayesian classifier and Map-Reducer 
Based PSO based perception for creation effective and 
precise text analysis technique.  

Keywords: image analysis, Map-Reducer Big data 
Analysis, scalability, Map Reduce, Hadoop. 

I. INTRODUCTION 

Through the quick development of internet technology, 
image data acquirement technology and the attractiveness 
of the Internet, huge quantities of multimedia data are 
formed in numerous fields. For example, a enormous 
quantity of mammography images demand dissolute 
processing in breast cancer screening. These data mostly 
in present in the form of image and video data, and 
traditional image data classification technique is based on 
a single node, merely computing on unique computer or on 
one server, which exists difficulties of giving out gradually 
and unfortunate concurrency. Consequently, a cluster-
based, profligate, parallel image classification technique 
converted a research effort. Number of machine learning 
algorithm used for Groups and classification of text 
documents. This is signifies documents by a determinate 
combination completed embryonic topics, similarly 
termed hidden characteristics. Every issue in turn is 
considered by a circulation over words. In this research 
work our goal is to classified image databases not text 
databases, therefore our documents are images and 
subjects resemble to objects represented in the images. 
Furthermost prominently technique permits us to signify 
an image as a  

Combination of issues, i.e. as a combination of multiple 
objects. The preliminary idea for construction a Map-

Reducer perfect is to major characterize the complete 
quantity of documents by a term-document partial point.to 
define and specifies the number of documents in the 
quantity and again define the number of dissimilar words 
happening through the quantity. Every matrix entry stores 
the quantity of times a precise word (column index) using 
technique incorporate the Bayesian classifier and Map-
Reducer Based PSO based perception is detected in a 
specified image dataset (row index). This type of 
illustration ignores the imperative of in a image dataset, 
and is normally named a Map-Reducer Based PSO model. 
When put on those models to images, a determinate 
number of straightforward graphical parts, named visual 
words, are distinct in order to permit the building of the 
partial indexing table. Before every database image is 
investigated for the classified of these visual words. The 
discussion manifestations are counted, consequential in a 
period frequency vector for each image document. The set 
of term-frequency vectors establishes the partial table of 
the image database. Subsequently the order of 
relationships in a image dataset is ignored, some 
geometric relationship among the partial of dissimilar 
visual words in images is ignored. A finite quantity of 
hidden issues is then used in the image classification to 
model the partial of (visual) words privileged and across 
images. Every occurrence of a word in a precise image is 
connected with one unobservable topic. Probability 
distributions based on Bayesian classifier with the help of 
Partial swam optimization of the visual words specified a 
hidden information  as well as probability classification of 
hidden information particular the documents are educated 
in a complete unsupervised manner. The rest of this paper 
is organized as follows. Section II presents related work 
and comparative study different number of approach 
Then, Section III details the proposed new approach and 
algorithm for solving the problem of the image 
classification using map reduce model and machine 
learning algorithm concept Finally, conclusions are drawn 
in Section IV. 

II. RELATED WORK 

Number of researcher has been work for image 
classification using machine learning concept.  In this 
approach have a every image is modeled as a combination 
of hidden information, which in turn perfect the co-
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occurrence of so entitled visual words classified and 
transversely images. The existing number of models have 
been effectively applied and extended to extract 
classification and object classification. Differences of 
hidden space models have correspondingly been beneficial 
to the problem of modeling annotated images. In the visual 
domain, so far these characteristic models are frequently 
applied to moderately small, carefully particular image 
databases extending from a few hundred to a few 
thousand images. Those databases are far from being 
illustrative for realistic retrieval responsibilities on large-
scale databases. Our previous work shows that the use of 
machine learning models increases retrieval performance 
on huge scale real world image database. The work 
centered on discovery appropriate visual words and to will 
construct on these understandings when multiplying the 
visual vocabulary. In this work to study combine the 
algorithm through a large-scale real world image retrieval 
task. The work was inspired by previous work [1] that 
uses partial swam optimization models to improve 
information retrieval. As medical images are complex in 
nature, so to modest its complexity medical image 
processing is done. The proposed system customs 
satisfactory methods for earlier execution of images and 
reduces the complexity of processing In image registration 
the effective technique found is frequency domain 
technique which usages Fourier based relationship using 
FFT for arrangement of multiple images. In image 
segmentation Clustering technique is the furthermost 
appropriate technique which uses K- means clustering 
algorithm for segmentation of the image. In image de-
noising, Gaussian filtering technique is the furthermost 
resourceful algorithm for removing the noise since the 
source image. 
 

Author Algorithm Advantage Limitation 
Tri D.T. 
Nguyen 
et al[1] 

Redis 
Master/Slave 

replication 
model is 

configured as 
a 

collaborative 
caching 
service 

Increasing 
data 

availability 
in the 

distributed 
environment. 

Finally, an 
Map Reduce 
framework 
is exploited 
to retrieve 

the top-
relevant 

images in 
searching 

Phase. 

This 
approach 

not proper 
work for  

more 
CPU 

utilization, 
hit rate ratio 
or network 
bandwidth 

impacted by 
Redis 

replication 
model 

Hoo-
Chang 
Shin et 

al[2] 

Proposed 
algorithm is 
Document 

Topic 
Learning with 

Latent 
Dirichlet 

Allocation 

Designing 
machine 
learning 

systems for 
analyzing 

large medical 
data. 

This 
approach is 
not work for 

large 
number of 
node. It is 

required for 
modification. 

Dimitrios 
Markonis 

et al[3] 

Map Reduce 
model 

Using Map 
Reduce for 
Large–scale 

Medical 
Image 

Analysis , the 
advantage of 

running 
concurrent 

map tasks on 
separated 

nodes using 
Hadoop 

This 
approach 
effective 
only the 
limited 

resource if 
the resource 

size is 
increasing 

results 
accuracy is 
decreasing 

Silvio 
Lattanzi 
et al[4] 

new graph 
processing 
framework 

called ASYMP 
based on 

asynchronous 
message-
passing 
method 

One can 
improve the 
CPU usage, 
and achieve 
significantly 

improved 
running time 

This 
approach 
effective 
only the 
limited 

resource if 
the resource 

size is 
increasing 

results 
accuracy is 
decreasing 

Ablimit 
Aji [5] 

Map Reduce 
based 

framework 
MIGIS 

 

to support 
expressive, 

cost effective 
and high 

performance 
spatial 
queries 

This 
approach 
effective 
only the 
limited 

resource if 
the resource 

size is 
increasing 

results 
accuracy is 
decreasing 

 
III. PROPOSED TECHNIQUE  

Medical image data, that are together with dissimilar 
medical imaging devices such as different number of used 
for image diagnosing by dissimilar practitioners. 
Processing this medical image by expending CPU (different 
number of node) strength produce huge quantity of time, 
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which consequences delay in report generation, 
outstanding to this might reason adverse consequence on 
patient’s life. So there is essential to intensification the 
efficiency and performance of medical image processing 
deprived of moving the excellence of image. Medical image 
analysis contains enclosing frequent approaches, 
consisting of different algorithms for processing. 
Processing the algorithms over a high computational 
processor (number of nodes) and deprived of transferring 
the excellence of image the execution time will be speed-
up. To check the efficiency of algorithm here they will be 
investigate the on two dissimilar surroundings (Master 
/slave) just means that, mapper and reducer in this work 
to presents a parallel processing model based on Hadoop 
platform for large-scale images processing, the procedure 
procedures Hadoop Streaming technology, the foremost 
processes of images will be placed in as mapper 
processing, and the contribution of Hadoop Streaming is 
the filelist stored HDFS paths of image files. Subsequently 
interpretation inputs the mapper will produce the image 
to every node to procedure, which producing full 
procedure of Hadoop clusters distributed storage and 
distributed computing benefits, to accomplish the huge 
scale images classification parallel processing. In this study 
to evaluation illustration that matching through the single-
node machine, Hadoop clusters for huge scale image 
processing can get significant effectiveness gains. Hadoop 
clusters can save additional time when the quantity of 
images is larger. In this study the binary image processing 
is used as an instance to assessment proposed model. 
Additional further complex image processing program can 
similarly be used in this model with comparable technique 
for quick processing a huge number of image filing general, 
the MapReduce programming model procedure image files 
in three ways: Furthermost content-based multimedia 
search engines accessible nowadays trust deeply on low-
level features. However, such features extracted frequently 
normally deficiency perception influence needed for 
precise clarification of the image content and strength 
main to poor retrieval performance. To solve this type of 
problem, to propose an evolutionary 

Feature combination method, which finds for the best 
linear and non-linear operations completed optimally 
designated features so as to create extremely 
discriminative features. To applying PSO based on hadoop 
map reducer concepts. The created features are useful 
over only a smaller of the unique feature vectors and 
exhibit a foremost discernment power among dissimilar 
classes and widespread CBIR a important performance 
enhancement can be achieved.in the PSO The fitness 
function is therefore a multi objective problem. Technique 
to resolve multi-objective problems have been developed 

frequently for evolutionary calculation methods. Recently, 
an approach to multi-objective optimization using PSO has 
been developed. Since the concentration of this paper is to 
illustrate the applicability of PSO to image Clustering, and 
not on multi-objective optimization, this paper uses a 
simple technique to cope through numerous objectives. 
Dissimilar priorities are allocated to the sub-objectives 
complete suitable initialization of the values of V1 and V2. 

Proposed algorithm  

Phase 1:  Allocate Data for training using PSO with  
MapReduce Job perform the training 

PSO-MAPPER 

Find initial search Positions 
Step 1: function SETUP > Loaded just the once per machine 

Step 2: Select the machine  SM = SM() 

Step 3: end function 

1: Select the mapper function MAP describe key and value 
paper   

2: for every Point find out the value pair in Document D do 

3: Determine the closed value classified the number of 
image data set 

4: end for 

5: end for 

6: end function 

REDUCER 

Combine the output generated by the mapper perform the 
testing  

1: function REDUCE([(Mapper 1 , Mapper 2…Mapper n)]) 

2: Write a file for every container and store completely 
points that parallel to that container in it 

3: end function 
An benefit of expending PSO is that a parallel search for an 
optimal clustering is achieved. In this approach based on 
population-based search technique reduces the 
consequence of initial conditions, likened to K-means 
(particularly for comparatively huge swarm sizes). 
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Access time mandatory can be reduced which saves 
considerable of the processing time. Hadoop’s 
characteristic of moving scheming to the data somewhat 
moving data to multiplication benefits to progress the 
response time. Furthermore, Map Reduce effectively 
everything for huge datasets compassionate the 
resourceful consequences. In medical image processing 
there are numerous dissimilar algorithms used for image 
processing. This algorithms used for image pre-processing 
in which image achievement is complete, image 
registration which is accomplished to take into line two 
images that are occupied from binary different locations or 
at binary unrelated times.in an image classification Image 
de-noising is a noise reduction algorithm in which the 
noise similar pepper noise and salt noise, shot noise, 
impulse noise is removed using different methods in image 
de-noising. The basic algorithms are as follows: 

• Image getting hold of 

• Image process 

• Image separation 

• Image de-noising. 

The major process that proceeds place in image giving out 
is Image pre-processing image gaining. 
Step 1:  Start the process 

Step 2: Acquire image from the web by Image acquisition. 

Step3: Revision the features of image. 

Step 4: Development Image process using Fourier based 
correlation algorithm. 

Step 5. Development Segmentation by K- means clustering 
algorithm. 

Step 6. De-noise the image using Gaussian filter theorem 
algorithm based on PSO. 

Step 7. Investigate the performance for the system. 

Step 8. Stop 

It has been unclear in what way to cover the important 
achievement in image classification using Bayesian 
classifier and Map-Reducer Based PSO from computer 
vision to medical imaging. What are the clinically 
applicable image labels to be distinct, how to understand 
the huge amount of medical images important by deep 
learning models, and to what quantity and portion the 
proposed algorithm  is generalizable to medical image 

analysis are open questions. In this research work, to 
present an incorporated text/image classification process 
to mine the semantic communications of different key 
images at a exact large, extraordinary measure in the 
medical domain. Images are categorized into hierarchies of 
focusses according to their associated documents, and a 
neural language learn  is learned to assign predict the 
image interpretation. Though, by creating the attributes of 
patient images, the produced imageries are not disease 
precise, while one of the primary areas for medical image 
analysis is to repeatedly diagnose diseases. In instruction 
to address this issue, we mine and contest recurrent 
disease types using disease ontology and semantics, and 
validate prediction of the presence and absence of disease 
with likelihood outputs. However, individual nearby of the 
complete data set might be used for this study outstanding 
to the contest of additional precisely matching the disease 
words through semantics. This raises stimulating 
questions concerning the trade-offs in conniving a machine 
learning approach analyzing huge medical data. To the 
greatest of our knowledge, this is the major study 
performance a huge scale image/text analysis on a hospital 
picture archiving and communication system database. 
Our database is the major one always reported and is 
highly characteristic of the huge collection of radiology 
diagnostic semantics ended the last decade. Discovering 
current PSO algorithm  on this database opens novel 
behaviors to parse and realize large-scale radiology image 
data sets. 

IV. CONCLUSION  

In this research work presented a novel  algorithm based 
on map reduce with  PSO for classification image data set 
to store and index huge measure high dimensional data 
points aimed at fast searching and corresponding. 
Different systems proposed in preceding works, our 
proposed approach is advance and can be used by 
numerous applications that necessitate classification the 
information in high-dimensional spaces. where the 
accurateness of the computed neighbors can be to 
operated off through the mandatory computing 
resources.in this survey paper to compare the different 
approach in the term advantage and disadvantage the 
algorithm.  This feature varieties our technique convenient 
for diverse multimedia solicitations that have dissimilar 
accuracy requirements and run on computing platforms 
with numerous capacities. 

 

 



          International Research Journal of Engineering and Technology (IRJET)              e-ISSN: 2395-0056 
                Volume: 06 Issue: 01 | Jan 2019                   www.irjet.net                                                                             p-ISSN: 2395-0072 

 

© 2019, IRJET       |       Impact Factor value: 7.211       |       ISO 9001:2008 Certified Journal       |     Page 824 
 

REFERENCE 

[1] Tri D.T. Nguyen , Eui-Nam Huh ,” An Efficient Similar 
Image Search Framework for Large-scale Data on Cloud” 
IMCOM ’17 January 05-07, 2017, Beppu, Japan. 

[2] Hoo-Chang Shin , Le Lu , Lauren Kim , Ari Sef , Jianhua 
Yao , Ronald M. Summers ,” Interleaved Text/Image Deep 
Mining on a Large-Scale Radiology Database for 
Automated Image Interpretation” Journal of Machine 
Learning Research 17 (2016) 1-31. 

[3] Dimitrios Markonis, Roger Schaer, Ivan Eggel, Henning 
M¨uller, Adrien Depeursinge,” Using MapReduce for Large–
scale Medical Image Analysis” arXiv:1510.06937v1 [cs.DC] 
23 Oct 2015. 

[4] Silvio Lattanzi , Vahab Mirrokni ,” Distributed Graph 
Algorithmics: Theory and Practice” WSDM’15, February 2–
6, 2015, Shanghai, China. ACM 978-1-4503-3317-7/15/02. 

[5] Ablimit Aji ,” High Performance Spatial Query 
Processing for Large Scale Scientific Data” 
SIGMOD/PODS’12 PhD Symposium, May 20, 2012, 
Scottsdale, AZ, USA. 

[6] A. Crume, J. Buck, C. Maltzahn, and S. Brandt. 
Compressing intermediate keys between mappers and 
reducers in scihadoop. In High Performance Computing, 
Networking, Storage and Analysis (SCC), 2012 SC 
Companion:, pages 7{12. IEEE, 2012. 

[7] K. Grauman. E  ciently searching for similar images. 
Communications of the ACM, 53(6):84{94, 2010. 

[8] D. Moise, D. Shestakov, G. Gudmundsson, and L. 
Amsaleg. Indexing and searching 100m images with map-
reduce. In Proceedings of the 3rd ACM Conference on 
International Conference on Multimedia Retrieval, ICMR 
'13, pages 17{24, New York, NY, USA, 2013. ACM. 

[9] Hoo-Chang Shin, Matthew R Orton, David J Collins, 
Simon J Doran, and Martin O Leach. Stacked autoencoders 
for unsupervised feature learning and multiple organ 
detection in a pilot study using 4d patient data. Pattern 
Analysis and Machine Intelligence, IEEE Transactions on, 
35(8):1930{1943, 2013. 

[10] Oriol Vinyals, Alexander Toshev, Samy Bengio, and 
Dumitru Erhan. Show and tell: A neural image caption 
generator. Proceedings of the IEEE Conference on 
Computer Vision and Pattern Recognition, 2015. 

[11] Peter Young, Alice Lai, Micah Hodosh, and Julia 
Hockenmaier. From image descriptions to visual 
denotations: New similarity metrics for semantic inference 
over event descriptions. Transactions of the Association 
for Computational Linguistics, 2:67 78, 2014. 


