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Abstract - Disease Prediction system is based on 
predictive modeling predicts the disease of the user on the 
basis of the symptoms that user provides as an input to the 
system. The system analyzes the symptoms provided by the 
user as input and gives the probability of the disease asian 
output Disease Prediction is done by implementing the 
NaiveiBayes Classifier. Naive Bayes Classifier calculates the 
probability of the disease. With big data growth in 
biomedical and health care communities, accurate analysis 
of medical data benefits early disease detection, patient 
care. By using linear regression and decision tree we are 
predicting diseases like Diabetes, Malaria, Jaundice, Dengue, 
and Tuberculosis. 
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1. INTRODUCTION 

Machine learning is programming icomputers to optimize 
a performance using example data or past data. Machine 
learning is study of computer i systems that learn from 
data and experience .Machine learning i algorithm has two 
passes: Training, Testing .Prediction of a disease by using 
patient’s symptoms and history machine learning 
technology is struggling from past decades. Machine 
Learning technology gives a good platform in medical 
field, so that a healthcare issues can be solved efficiently. 

We are applying machine learning to maintained complete 
hospitall data Machinei learningg technology which allows 
building modelss to get quickly analyzee dataa and deliver 
resultss faster, with the use of machine learning 
technology doctors can make good i decision for patient 
diagnosess and treatment options, which leadss to 
improvementt of patient healthcare services. Healthcare is 
the most prime examplee of how machine learning is use 
in medical i field. 

To improve the accuracyy from a large data, the existing 
work will be done on unstructuredi and textual data .For 
prediction of diseases i the existing will be done on linear, 
KNN, iDecision Tree algorithm. The orderr of reference in 
the running textt should i match with the list of references 
at the end of the paper. 

 

2. OBJECTIVE 

There is a need to study and make a system which will 
make it easy for an end users to predict the chronic 
diseases without visiting physician or doctor for diagnosis. 
To detect the Various Diseases through the examining 
Symptoms of patient’s using different techniques of 
Machine Learning Models. To Handle Text data and 
Structured data is no Proper method. The Proposed system 
will consider both structure and unstructured data. The 
Predictions Accuracy will Increase using Machine Learning.   

3. EXISTING SYSTEM 

The system predicts the chronic diseases which is for 
particular region and for the particular community. The 
Prediction of Diseases is done only for particular diseases.  
In this System Big Data & CNN Algorithm is used for 
Diseases risk prediction. For S type data, system is using 
Machine Learning algorithm i.e K-nearest Neighbors, 
Decision Tree, Naïve Bayesian.  The accuracy of the System 
is upto 94.8%. 

Existing paper, we streamline machine learning 
algorithms for effective prediction of chronic disease 
outbreak in disease-frequent communities. We 
experiment the modified predictionnmmodels over real-
life hospital data collected from central China. We propose 
a new convolutional neural net-work based multimodal 
disease risk prediction (CNN-MDRP) algorithm using 
structured andiunstructuredd data from hospital. 

4. PROPOSED SYSTEM 

This system is used to predict most of the chronic 
diseases. It accepts the structured and textual type of data 
as input to the machine learning model. This system is 
used by end users.  System will predict disease on the 
basis of symptoms. This system uses Machine Learning 
Technology. For predicting diseases Naïve Bayes 
algorithm, for clustering KNN algorithm, final output will 
be in the form of 0 or 1 for which Logistic tree is used. 

 

 



         International Research Journal of Engineering and Technology (IRJET)        e-ISSN: 2395-0056 

               Volume: 06 Issue: 12 | Dec 2019                   www.irjet.net                                                                     p-ISSN: 2395-0072 

 

© 2019, IRJET       |       Impact Factor value: 7.34       |       ISO 9001:2008 Certified Journal       |     Page 832 
 

5. DATASET AND MODEL DESCRIPTION 

In this we describe dataset which is being use to train the 
machine learning model. The dataset will contain 
symptoms of various diseases. 

5.1 DATASET OF HOSPITAL 

The hospital data will be in the form of textual format or in 
the structural format. The dataset used in this project is 
realilife data. The structural data contains symptoms of 
patients while unstructured data consist of textual format. 

The dataset used is contains real-life hospital data, and 
data stored in data center. The data provided by the 
hospital contains symptoms of the patients 

6. EVALUATION METHOD 

To calculate performance evaluation in experiment, first 
we denotemTP, TN, Fp and FNias true positive (the 
number of results correctly predicted as required), true 
negative (the number of results not required), false 
positive (the number of results incorrectly predicted as 
required), false negative (the number of results incorrectly 
predicted as not required) respectively. We can obtain 
four measurements: recall, precision, accuracy and F1 
measureias follows: 

accuracyy-: 
  

                         

                                                     
 

 

Precision = 
            

                          
 

 

Recall = 
            

                          
 

 

F1-Measure = 
                  

                
 

 
7. SYSTEM ARCHITECTURE 

Fig -1: System Architecture 

8. ALGORITHM 

8.1 KNN 

K Nearest Neighbor (KNN) could be a terribly easy, simple 
to grasp, versatile and one amongst the uppermost 
machine learning algorithms. In Healthcare System, user 
will predict the disease. In this system, user can predict 
whether disease will detect or not. In propose system, 
classifying disease in various classes that shows which 
disease will happen on the basis of symptoms. KNN rule 
used for each classification and regression issues. KNN 
algorithm based on feature similarity approach. 

A case is classed by a majority vote of its neighbors, with 
the case being assigned to the class most common 
amongst its Kinearest neighbors measured by a distance 
function. If K = 1, then themcase is just assigned to the 
category of its nearest neighbor 

                  √∑(     )
 

 

   

 

It ought to even be noted that every one 3 distance 
measures square measure solely valid form continuous 
variables. In the instance of categorical variables, the 
Hamming distance must beiused. It conjointly brings up 
the difficulty of standardization of the numerical variables 
between zero and one once there's a combination of 
numerical and categorical variables within the dataset. 

                ∑|     |

 

   

 

8.2 NAIVE BAYES 

Naive Bayes is a easy however amazingly powerful rule for 
prognosticative modelling. One of the simplest ways that 
of choosing the foremost probable hypothesis given the 
info that we've that we are able to use as our previous 
information regarding the matter. Bayes’ Theorem 
provides how that we are able to calculate the likelihood 

of a hypothesis given our previous information. 

Naive Bayes classifier assumes that the presence of a 
specific feature in an exceedingly class is unrelated to the 
presence of the other feature. Bayes theorem provides 
some way of calculative posterior chance P(b|a) from P(b), 
P(a) and P(a|b). Look atithe equation below: 

 (   )  
 (   ) ( )

 ( )
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Above, 

 P(b|a) is that the posterior chance of class (b, 
target) given predictor (a, attributes). 

 P (b) is the prior probability of class. 

 P(a|c)iis that chance that is that the chance of 
predictor given class. 

 P(a) is the prior probability of predictor. 

8.3 LOGISTIC REGRESSION 

Logistic regression could be a supervised learning 
classification algorithm accustomed predict the chance of 
a target variable that is Disease. The nature of target or 
variable is divided, which means there would be solely 2 
potential categories. 

In easy words, the variablemis binary in nature having 
information coded as either 1 (stands for success /yes) or 
0 (stands for failure / no). Mathematically, a logistic 
regression model predictsiP(y=1) as amfunction ofix. 

Logistic regression can be expressed as: 

log(p(X)/(1-p(X) ))=β_0+β_1 X 

Where, the left handmside is called the logiest or log odds 
function, and p(x)/(1-p(x))iis called odds. The odds 
signifiesithemratio of probability of success 
tomprobability of failure. Therefore in 
logisticmRegression, linear combination of inputs are 
mapped to the log(odds) - the output being adequate to 1. 

9. CONCLUSIONS 

This project aims to predict the disease on the basis of the 
symptoms. The project is designed in such a way that the 
system takes symptoms from the user as input and 
produces output i.e. predict disease.  

     In conclusion, foridiseasemrisk modelling, the accuracy 
of risk prediction depends on the diversity feature of the 
hospital data 
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