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Abstract - Mesh networking of wireless sensors implies that 
individual sensor nodes will be able to communicate with 
neighboring nodes thereby forming a communication fabric. 
In the case of traditional wireless sensors, their radio 
frequency coverage – or RF footprint – is defined by the 
maximum separation distance between neighboring nodes 
while still achieving some level of, typically degrading from 
maximum, information transfer (throughput). Security 
issues arise in the situations where the sensor nodes are 
deployed near the physical boundary of an industrial site 
(edge nodes). In the more general case of the sensors relying 
on omnidirectional antennas, the edge nodes’ RF footprint 
may extend beyond the edge of the facility. If the edge nodes 
perform as routing nodes, then it may be possible for similar 
sensors/devices outside of the facility boundary to join the 
network. While various schemes have been implemented to 
address this security issue, we report on the possibility of 
using blockchain for security of such edge nodes.  
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1. REAL DETAILS OF MESH NETWORKING IN AN 
INDUSTRIAL SETTING  

There is a vast amount of “how mesh networks work” 
information circulating in the literature ranging from 
marketing briefs to technical papers [1-7]. In the context of 
an industrial setting, it isn’t always so simple as to just 
move the wireless transmitters around to get better RF 
overlap while performing the measurement at a specific 
required plant location in order to provide useful 
information to the process engineer. A typical mesh 
network topological diagram is shown in Fig. 1. In the 
situation shown, each node is able to communicate with 
each other node. 

While Fig. 1 represents an idealized situation optimal 
for discussion purposes, indicating that each node can 
communicate with every other node, the reality is that this 
would require each node to project its RF signal over every 
other node. Assuming circular radiation patterns and that 
each wireless sensor transmits at the same power with 
identical omnidirectional antennas, then the associated RF 
footprint for this idealized situation is as shown in Fig. 2. 

 

Fig. 1. Typical mesh network diagram. 

 

Fig. 2. Requirement for mesh-networking communication 
of Fig. 1’s topology. 

While Figs. 1 and 2 show the RF footprint realities 
associated with wireless mesh networks1, the reality of 
industrial wireless sensors operating in mesh network 
topologies is slightly different. Consider the following 
situation: as previously mentioned, the circles shown in 
Fig. 2 represent the idealized RF “footprint” of each radio-
enabled device. The “canyons of metal” and general 
reflective surfaces found throughout an industrial or utility 
site can significantly vary the actual RF footprint from 
circular. The implications of the mesh requiring 

                                                           
1 …with identical omnidirectional antennas and radiated 
powers… 
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overlapping RF footprints for full-mesh-functionality and 
redundant information transport paths when such 
footprints may vary significantly from circular – and from 
each other – are, from an industrial deployment 
perspective: a fully-integrated mesh, as shown in Fig. 1 
therefore requires a number of transmitters to be located 
in (relatively) close proximity. 

The more realistic deployment scenario involves a 
cloud or cluster of wireless field transmitters that are in 
communication with and controlled by a wireless gateway 
device. The gateway serves multiple roles, including: 

(1) coordinating the mesh routing table, 

(2) keeping track of the data transmission and network 
timing functions, 

(3) administering network security (frequently working 
with a companion security manager), and 

(4) administration of any frequency channel 
“blacklisting/whitelisting”. 

The practical situation is that as shown in Fig. 3 for a 
simple wireless sensor network consisting of a gateway 
and four nodes. 

 

Fig.3. Idealized RF footprint map for a mesh network 
gateway and four nodes. 

Similar to Figs. 1 and 2, the color-coded Fig. 3 diagram 
is meant to simply represent how the radio transceiver 
(Gateway/Node) must be within the RF footprint of its 
neighbors to be able to communicate with each other. In 
Fig. 3’s hypothetical topology, the Gateway can only 
communicate with Node #1 (for the Gateway lies within 
Node 1’s RF footprint). Similarly, Node #1 lies within the 
RF footprint of the Gateway, Node #2 and Node #4 – but 
not Node #3. Therefore, from an RF “coverage” and 
associated information transport perspective, Node #1 is 
able to relay messages from Nodes 2 and 4, but not Node 
#3. The associated mesh network connectivity diagram is 
shown in Fig. 4 - which is quite different from the idealized 
situation of Fig. 1. 

 

Fig. 4. The connectivity diagram for Fig. 1’s RF footprint 
coverage map. 

Please note that in this hypothetical deployment 
scenario, a non-robust communication network may 
encounter a catastrophic network failure if the link 
between the Gateway and Node #1 fails. The single-point of 
failure may be alleviated by repositioning the Gateway 
and/or the Nodes – a situation that an RF engineer may 
suggest, but that may not be feasible due to the actual 
locations of where the measurements are to be made.  

2. Routing and Non-Routing Wireless Sensor Nodes 

As their name implies, routing sensor nodes have the 
dual capability of taking readings from their attached 
sensors as well as communicating with neighboring sensor 
nodes. In certain programmed activity, such a dual 
capability sensor node may be (via some process) 
appending its own sensor measurements with similar 
packetized data coming from those neighboring sensor 
nodes. While various protocols utilize methods for 
restricting neighboring nodes from “joining the network2” 
exist, the general requirement then devolves into each 
device either (a) possessing a table of allowed devices 
(nodes) or (b) communicating with the gateway providing 
“new” node information then receiving instructions as to if 
the “new” node should be allowed to join the network. This 
situation is depicted in Fig. 5. 

An alternative to this scenario of all nodes being routing 
nodes, is to have sensor nodes configured to function as 
non-routing nodes. In this configuration, such nodes do not 
possess the capability of serving as information pass-
throughs, but simply provide sensor readings into the 
network. An alternative view of their performance is that 
they are the edge-of-the-network nodes and do not repeat 
or transport readings/information from any other node. 
The deployment scenario is that the non-routing nodes are 
positioned near the facility perimeter. Therefore, even 
though the RF footprint extends outside of the facility, the 
nodes simply do not repeat/relay/broadcast messages or 
information. Note that the routing and non-routing nodes 
must be deployed in a physical layout such that each non-

                                                           
2 A common practice is the whitelisting of “allowed” devices. 
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routing node may communicate with at least one routing 
node. This mixed-node deployment strategy places an 
extra burden on a facility’s maintenance and/or operations 
staff due to the need to not inadvertently placing a routing 
node where a non-routing node should be. Such a 
deployment scenario is illustrated in Fig. 6. 

A specific need for device authorization is depicted in 
Fig. 7 – an illustration of the Texas Ship Channel – where 

numerous companies operate side by side perhaps with 
similar systems from a single vendor. The use of non-
routing nodes being deployed at the periphery of each 
facility – coupled with routing nodes’ deployment to ensure 
minimization of a node’s RF footprint extending beyond the 
facility perimeter – is required. 

 

Fig. 5. Sensors nodes capable of routing messages. 

 

Fig. 6. Non-routing nodes are (physically) deployed along the periphery of the facility. 

 

Fig. 7. Aerial view of the Texas (USA) ship channel where numerous industrial facilities are in close proximity to one 
another. Networks deployed at neighboring facilities will not “cross-talk” if non-routing nodes are deployed along the 

periphery of each facility. 
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3. Provisioning of Mixed Routing & Non-Routing Edge 
Nodes 

Mesh networks exhibit various operational 
characteristics for data transport in RF/physical 
environments where the attenuation and multipath 
circumstances may vary. This requires that the nodes be 
capable of routing traffic from their neighbors (in 
accordance with the network algorithm being used). From 
an implementation perspective, this allows the 
maintenance crew to deploy the nodes where they need to 
be. But from a security perspective, this is not acceptable. 
This situation may be taken care of by proper settings 
inside the gateways (using unique IDs for each plants’ 
networks). 

The provisioning of devices being added to the sensor 
network is complex. Consider the provisioning state 
diagram, presented as Fig. 8, which illustrates the steps 
necessary to add/replace a sensor node. Note that this is a 
complex coordination of security keys being exchanged 
between the nodes and the gateway/controllers.  

4. Blockchain for Sensor Validation 

The implementation of sensor nodes programmed with 
blockchain3 capabilities significantly reduces the 
deployment and provisioning complexities associated with 
the mix of routing and non-routing nodes. While a frequent 
use of blockchain/DLT is tracking information exchanges 
(transactions) [8-18], in this case of blockchain equipped 
sensor nodes, the blockchain is used for authentication of 
the nodes themselves. Such a process occurs for because 
device information is released to all members of the 
network through the distributed ledger and new 
information is updated in real-time, providing reliability 
and traceability of information [19-26]. 

Deployment of blockchain equipped sensor nodes 
removes the need for the two categories of sensor nodes: 
routing and non-routing for all devices are routing capable. 
The capability of a “new” node – such as a rogue node – to 
communicate with the network fabric is restricted by 
examination of the ledger itself. If a new node attempts to 
broadcast, the blockchain is queried as to if this new node 
is allowed to join the network. The deployment situation is 
illustrated in Fig. 9. 

The reduction in deployment – and cataloging – routing 
and non-routing sensor nodes’ locations eases the tasks for 
facility maintenance and operation. A single class of devices 
are used with network-centric (blockchain) validation of a 
device’s “permission” to join the network used. Devices 
that are “beyond-the-fence” are not authenticated into the 
network traffic flow and therefore inherently not a threat, 
leading to no need for routing/non-routing node 
distinction. 

                                                           
3 …or more formally distributed ledger technology (DLT)… 

5. Summary 

The requirement to deploying a mixture of routing and 
non-routing wireless sensor nodes to address security 
issues that may arise due to RF footprints’ extending 
beyond a facility’s physical boundary leads to maintenance 
and operational impacts. The use of sensor nodes that may 
operate in a blockchain alleviates the deployment issues.  
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Fig. 8. State transition diagram showing various paths to joining a secured network. 

 

 

Fig. 9. Deployment scenario for blockchain-capable sensor nodes along the periphery of a facility. 
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