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Abstract - Face detection and recognition have a wide 
range of possible applications. Several approaches for face 
detection and recognition have been proposed in the last 
decade. In recent years, deep convolutional neural networks 
(CNNs) have gained a lot of popularity. The traditional method 
of face recognition, such as Eigenface, is sensitive to lighting, 
noise, gestures, expressions and etc. Hence, we utilize CNN to 
implement face recognition. A deep learning-based face 
recognition attendance system is proposed in this paper. Due 
to the fact that CNNs achieve the best results for larger 
datasets, image augmentation will be applied on the original 
images for extending the small dataset. The attendance record 
is maintained in an excel sheet which is updated automatically 
by the system.   
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1. INTRODUCTION  
 
Traditionally, students’ attendance records are taken 
manually by teachers through roll calling in the class or the 
students are required to physically sign the attendance sheet 
each time for the attendance of each class. In order to 
surmount the shortcomings of traditional attendance, we 
propose a more convenient and intelligent attendance 
system which is implemented using face recognition. 

Face recognition is one of the most intensively studied 
technologies in computer vision, with new approaches and 
encouraging results reported every year. Face recognition 
approaches are generally classified as feature based and 
holistic approaches. In holistic based approaches, 
recognition is done based on global features from faces, 
whereas in feature-based approaches, faces are recognized 
using local features from faces. Besides, in holistic 
approaches, statistics and Artificial Intelligence (AI) is used 
that learn from and perform well on a dataset of facial 
images. Some statistical methods are Principal Component 
Analysis (PCA), Linear Discriminant Analysis (LDA). AI 
utilizes neural networks and machine learning techniques to 
recognize faces. AI based approaches provide more accuracy 
than statistical and hence we have proposed deep learning-
based face recognition. 

 

Deep learning is a sub-field of machine learning dealing with 
algorithms inspired by the structure and function of the 
brain called artificial neural networks. In other words, it 
mirrors the functioning of our brains. A neural network is a 
collection of layers that transforms the input in some way to 
produce an output. Each layer in the neural network consists 
of weights and biases which are just numbers that augment 
the input. Deep neural network is basically a neural network 
that has many layers. One of differences between machine 
learning and deep learning model is the feature extraction 
area. Feature extraction is done by humans in machine 
learning whereas deep learning models do it themselves. 
 
The face recognition process can be divided into two parts: 
face detection and face recognition. Face detection refers to 
computer technology that is able to identify the presence of 
people’s faces within digital images. Face recognition goes 
way beyond recognizing when a human face is present. It 
attempts to establish whose face it is. The approach we are 
going to use for face recognition is pretty straightforward. 
The key here is to get a deep neural network to produce a 
bunch of numbers that describes a face, known as face 
encodings. When we pass in two different images of the 
same person, the network should return similar outputs for 
both images and when we pass in images of two different 
people, the network should return different outputs for the 
two images. This means that the neural network needs to be 
trained to automatically identify different features of faces 
and calculate numbers based on that. 
 

2. LITERATURE SURVEY 
 
In the existing system, the lecturer takes the attendance of 
the students during lecture time by calling each and every 
student or by passing the attendance sheet around the class. 
This method is time consuming. Also, there is always a chance 
of proxies. Moreover, records of attendance are difficult to 
handle and preserve for a long-term. 

As a result of the active progress in software technologies, 
there are now many different types of computerized 
monitoring and attendance systems. These systems mostly 
differ in the core technology they use. Several classical 
methods are still used extensively such as Eigenface [1], 
which is presented by M. Turk and A. Pentland. The method 
of Eigen face provides a simple and cheap way for face 
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recognition. Furthermore, it reduces statistical complexity in 
face image representation adequately. However, the 
limitations of Eigenface are also obvious, it is sensitive to 
lighting, scale and it requires a highly controlled 
environment. However, in actual scenes, the environment 
cannot be controlled, like light intensity, pose variation, facial 
expressions, image noise and etc. 
 
Kadry et al. in the paper [2] presented a wireless attendance 
system based on iris recognition. The system uses an eye scan 
sensor and Daugman’s algorithm for the iris recognition. Patil 
et al. in [3] applied face recognition for classroom attendance. 
They used Eigenface for the recognition, but the overall 
accuracy of the system was not mentioned in the paper. 
Tharanga et al. in [4] used Principle Component Analysis 
(PCA) method for the face recognition for their attendance 
system, achieving an accuracy of 68%. 
 
In recent years, there has been a tremendous progress in the 
field of deep learning and the accuracy of face recognition has 
drastically improved by the usage of deep CNNs. Schroff et al. 
in [5] presented the revolutionary system – FaceNet which 
depends on the Deep Neural Network (DNN) for the face 
recognition task. The proposed method achieved astonishing 
results on the Labeled Faces in the Wild (LFW) dataset, 
99.63% accuracy. Arsenovic et al. in [6] used OpenFace 
library and pre-trained FaceNet for developing the face 
recognition model which achieved an accuracy of 95 %. 
Motivated by these results, this paper proposes a deep 
learning based face recognition attendance system. Motivated 
by these results, this paper proposes a deep learning-based 
face recognition attendance system. 
 

3. PROPOSED METHODOLOGY 
 
The whole method of developing the deep learning-based 
attendance system is explained in detail below. The 
developing procedure is divided into several important 
stages, including obtaining the training dataset and 
augmentation, training the model and finally taking the 
attendance and storing it into the excel sheet. 
 

 
Fig -1: Block diagram 

 
 

 

3.1 Dataset Preparation and Augmentation 
 

The first step is to prepare the dataset of students. In this, the 
students were photographed using a webcam. Approximately 
10-12 images were taken of each student with changes in 
movements and expressions. The images of each student was 
saved in a different folder labelled with the student’s name. 

After this step, we performed augmentation. In this step, we 
applied different transformations on the images like adding 
noise, flipping, blurring, etc. For this purpose we used scikit-
image, a python library that includes algorithms for image 
transformation and manipulation. The purpose of 
augmentation is taking images that are already in the training 
dataset and manipulating them to create many altered 
versions of the same image. This both provides more images 
to train on and also help expose the model to a wider variety 
of lighting and coloring situations so as to make it more 
robust.   

  

Fig -2: Speckled and flipped images 
 

3.2 Face Detection and Alignment 
 
Face detection and alignment are based on the paper “Joint 
Face Detection and Alignment using Multi-task Cascaded 
Convolutional Neural Networks” by Kaipeng Zhang, 
Zhanpeng Zhang, Zhifeng Li and Yu Qiao [7]. This model has 
three convolutional networks (P-Net, R-Net, and O-Net). This 
method of face detection works well on non-frontal faces. 
Once the faces have been detected, they get cropped and are 
stored for further processing.  
 

            
Fig -3: Bounding box on detected faces 
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3.3 Generating Embeddings 
 
To perform facial recognition, we need to uniquely represent 
a face. FaceNet is a deep learning architecture which uses a 
convolutional neural network. FaceNet returns a 128-
dimensional vector embedding for each face. FaceNet uses 
the concept of triplet loss.  
 

 
Fig -4: The triplet loss function minimizes the distance 

between an anchor and a positive, both of which have the 
same identity and maximizes the distance between the 

anchor and a negative of a different identity 
 

3.4 Training the Classifier 
 
The final step is training the classifier based on the previously 

generated embedding from students’ dataset. These 

embeddings will be used as feature inputs into scikit-learn’s 

SVM classifier. The classifier helps to find the person in our 

dataset of known people who has the closest measurements 

to the test image. 

3.5 Marking the Attendance 
 
Once the face recognition process is completed, an excel 
sheet is generated and attendance is marked for the 
recognized students for that particular day. 
 
 

4. IMPLEMENTATION 
 
We have used two FaceNet models for training our dataset. 
There are two pre-trained FaceNet models [8] available - the 
2017 model and 2018 model. The major difference with 
these two models is that the dimensions of the embeddings 
vector has been increased from 128 to 512. Initially, the two 
models were trained on a small number of images per 
student i.e. the dataset consisted of 10-15 images per person. 
Our dataset comprises of total 20 students. 

 
After training both the models, we tested it on a group of 11-
15 students and out of the two models, the 2018 model 
performed better. So, we decided to go ahead with the 2018 

pre-trained model. To further improve the accuracy, we 
performed augmentation. We then trained the model with 
the enlarged dataset on Google Colab which provides GPU on 
cloud service for free. 
 
During testing, some of the images were predicted 
incorrectly. False predictions were mostly made on images 
with bad lighting wherein the face was not completely 
visible. Also, the model makes false prediction if the face is 
extremely turned sideways. In general, it is very hard to get 
100% accuracy. 
 
After training and prediction, an excel sheet is generated 
wherein the recognized students are marked present and the 
rest are marked absent. The attendance is marked as per the 
timetable which is stored in the form of an excel sheet and 
for each month, a different worksheet is activated. 

 
5.  RESULT 
 
As we mentioned earlier, we used two FaceNet models for 
training purpose. Initially, we trained both the models with 
non augmented dataset and achieved the following results. 
 

 
Fig -5: Image tested on 20170511-185253 model 

 
In the 2017 model, 2 students were recognized incorrectly. 

The same image was then tested with the 2018 model. 

 
Fig -6: Image tested on 20180402-114759 model 
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Here only 1 student was recognized incorrectly. In this way, 
we tested both the models on many different test images and 
found the 2018 model performing better than the 2017 
model. 
 
In order to further improve the results, we performed 
augmentation and trained the 2018 model again. 
 

 Fig -7: Image tested on 20180402-114759 model with 
augmentation 

 

 
Fig -8: Another image tested on 20180402-114759 model 

with augmentation 
 
In both the images, all the students were recognized 
correctly. With this we reached to the conclusion that 
training a model with an augmented dataset gives better 
results. In order to test the accuracy of the model even 
further we decided to test the model on twins. 
 

 
Fig -9: Twins test image 1 

 

 

Here in the first test image, the model was able to distinguish 
between the twins. But as seen below in the second test 
image, it failed to recognize the twins correctly. 

 

 
Fig -10: Twins test image 2 

In this image, the student’s face is turned sideways and is not 
completely visible. Hence the model fails to recognize 
correctly. 
 
After performing face recognition, the next step is marking 
the attendance. The attendance is taken as per the time-table 
stored. All those who get recognized in the picture are 
marked as present and rest as absent. 
 
For each subject there will be a new attendance sheet and 
once the sheet has been created, next attendance for the 
same subject will be marked in a new column date-wise. 
 
Also, the attendance of next month for a particular subject 
will be stored in the same excel document but in a different 
worksheet which is labeled with the month number, for e.g. 
March worksheet will be labeled as 3 
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         Fig -11: Attendance sheet for Fig -7 
 
6. CONCLUSION 
 

The traditional method of taking attendance is very time 

consuming as well as it is difficult to handle the attendance 

records and preserve it for a long time. In this paper, a deep 

learning based face recognition attendance system has been 

proposed. Due to the fact that deep learning based models 

(CNN) achieve better results with larger dataset, 

augmentation was performed to extend the small dataset. As 

mentioned earlier the model sometimes fails to recognize a 

person correctly. The model may perform better if the 

quality of training dataset is improved. Also, if a high quality 

camera is used to capture the image of the students for 

attendance, then it may lead to better results. The future 

scope of the system is to implement it commercially so that 

this product can be useful in schools, colleges and at 

university level. 
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