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Abstract - Increasing development in web technologies 
have led to the massive generation of textual data analyzing 
such quantities of text content and discovering the pattern 
from the text is a complex and challenging task. A recent 
approach for the unsupervised analysis of text corpus is 
grouping the words based on their semantic relationship. 
Word clustering is such a process which analyzes and extracts 
significant relations from text documents. Clustering process 
using K-means is one of the most common and efficient 
techniques. This paper presents a model to identify the 
semantic relationship among the words of a document using 
word clustering. The system is designed to extract the overall 
concept of a document written on different content. Ambiguity 
from a document (any article) can be removed by clustering 
the words of similar semantic values as well.  
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1. INTRODUCTION 
 

The modern world is becoming more and more 
digital with the development of new smart technologies. Web 
search is very common practice among the people all over the 
world. A huge amount of information is published on the 
internet in every second. So, the web is enriched with 
massive number of textual documents every day. With this 
information overloaded, looking up for the precise and 
relevant information resource and extracting the key concept 
from the resource has become challenging within a very short 
time. Text mining is one of those techniques which help 
extract such kind of useful information in an automatic way. 
Text mining [1] is the automatic technique of discovering 
novel, previously unknown and non-trivial information from 
unstructured textual document. All the extracted information 
is linked together to form new facts or new hypotheses to be 
discovered further by more conventional means of 
experimentation. 

This research paper entitled “Concept extraction of 
ambiguous text document using the K-means algorithm,” 
is mainly focusing on using of text mining techniques and the 
K means algorithm to create the clusters of similar words in 
a document. The project mainly focuses on the document 
available in natural languages and extraction of its contents. 
The document written in a textual format is fetched for 

clustering the words. Then the document is pre-processed 
using the common pre-processing techniques and finally 
grouped into clusters based on their similarities. These 
clusters are displayed on a page to demonstrate an overall 
concept of a large ambiguous document. 

1.1 Problem Statement 
 

A person who is reading a particular document cannot 
get the access to the title. Besides, the title may be confusing 
in understanding the actual content of the document. The 
problem here is to understand the certain concept without 
reading the whole document. To read the document line by 
line and to get an overall idea is very time-consuming and 
tedious task. The solution implemented here is based on the 
technique of text mining and clustering which helps the user 
to get an idea of any ambiguous document without giving 
much effort and time. 

1.2 Objectives of the Research 
 

The primary objective of this paper is to implement the 
clustering process of words of a text document that can assist 
to realize the main idea of the document. In addition, this 
system can help the user differentiate among ambiguous 
documents. The major purpose of developing the automatic 
scheme is- 

 To discover an overall concept about a document 
without reading the whole content. 

 To identify the key terms of any document. 

 To use the key words for further text mining 
techniques like summarization and classification. 

 To distinguish ambiguous documents having similar 
words but different content. 

2. LITERATURE REVIEW AND BACKGROUND: 

2.1 Introduction 
 
 Previous works on text mining and document clustering 
mainly focused on different levels like: text clustering, 
document clustering, information extraction, information 
retrieval, and topic extraction etc. 
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 J. Sathya and S. Priyadharshini (2012) [8] proposed a 
system which is designed to identify the semantic relations 
using the ontology. The ontology is used to represent the 
term and concept relationship. The synonym, metonym and 
hyponym relationships are represented in the ontology. 
Andrew L. Mass and Andrew Y. Ng (2010) introduced a model 
which exhibits semantic focuses on word vectors using a 
probabilistic model of documents. The paper evaluated the 
model’s word vector in two tasks of sentiment analysis. 

 Chihli Hung and Stefan Wermter [25] proposed three 
novel text vector representation approaches for Neural 
network based document clustering using word net 
ontologies. 

 Ayush Agrawal and Utsav Gupta [27] employed an 
extraction based technique to generate automatic summaries 
from a document. The paper describes an algorithm that 
incorporates k-means clustering, term-frequency inverse-
document frequency and tokenization to perform extraction 
based text summarization. 

 Vishwanath et.al [24] proposed a model to categorize the 
documents using KNN based machine learning approach and 
then returned to the most relevant documents. 

 Jaiswal (2007) investigated the comparison among 
different clustering methods like K-Means, Vector Space 
Model (VSM), Latent Semantic Indexing (LSI), and Fuzzy C-
Means (FCM) and selected FCM for web clustering. 

 Sumit Goswami and Mayank Singh [23] proposed a 
system to apply fuzzy logic in text mining in order to perform 
document clustering and at the same time, they gave an 
example of document clustering where the document had to 
be clustered into two categories. 

 Maheshwari and Agrawal (2010) proposed centroid-
based text clustering for preprocessed data, which is a 
supervised approach to classify a text into a set of predefined 
classes with relatively low computation and better accuracy. 

2.2 Text Mining 

 Text mining, also known as knowledge discovery process 
is the automatic process of extracting significant and 
meaningful patterns or new knowledge from unstructured 
textual documents. The extracted information is then 
represented to new facts and makes it a new source of 
knowledge to be retrieved further. 

 The resources stored in web pages are retrieved by 
millions of people every day. Even if the user has access to the 
material, sometimes they do not have the access to see the 
title or the whole document. As a result, to get an overall idea 
about the document has become a boring and time-
consuming task. Besides, the information being searched on 
web is already known and published by others. The search 
can provide irrelevant data that are not relevant to the actual 
information needed. In the process of text mining, text must 
be accessed, copied, analyzed, annotated and related to 

existing information and understanding. Thus, it makes the 
task of acquiring concept extraction easier and efficient. 

 The text mining techniques [1] begin with the collection of 
text documents, then a text mining tool is applied which 
retrieves the document and pre-processes it. The technique 
cleans the document by checking each character and finds the 
base word within the text. In the next step, it would go 
through a phase which analyzes the text, sometimes repeats 
the techniques until the certain information is extracted. 
There are several types of techniques for organizing and 
arranging the documents that depends on the goals of the 
result. Here three text analyzing techniques are shown in the 
example that we have implemented in our  research. The 
resulting information can be placed in a management 
information system, providing meaningful knowledge for the 

user of that large text document. 

Figure 2.1, illustrates a generic process [1] of a text 

mining application. 

 

Fig - 2.1: An example of Text Mining 

Text mining refers to data mining techniques for 
searching useful patterns from the text. The information 
extracted by this process is not organized in a structural 
format rather than it concerns with the text written in natural 
language. Information and relations are hidden into language 
structure and are not explicit as in data mining. 

2.3 Document Pre-processing 
 
 Document pre-processing is the task of converting a raw 
text document where each document is represented by a set 
of index terms. Text mining includes clustering, classification, 
topic mining, and information extraction etc. All these 
processes are required to complete the preprocessing step 
before doing their intended tasks. Pre-processing 
significantly reduces the size of the input text documents and 
the processes the document is written in natural language 
using stop-word elimination, tokenization and stemming. 

 Pre-processing step includes identifying the terms which 
are considered as linguistically-meaningful units for the 
system. The goal of document pre-processing is to represent 
the documents in such a way that their storage in the system 
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and retrieval from the system are very efficient. However, 
document pre-processing includes the following stages: 

2.3.1 Tokenization 

 Tokenization is the process of slicing up a stream of text 
into words, phrases, symbols, or other meaningful elements 
called tokens which are grouped together as a semantic unit 
and used as input for further processing such as parsing or 
text mining. The aim of the tokenization is to identify the 
words in a sentence. The list of tokens becomes input for 
further processing such as parsing or text mining. Textual 
data is only a block of characters at the beginning. All 
processes in information retrieval need the words of the data 
set. Hence, tokenization is an important step to complete. 

 Tokenization is a useful process in the fields of both 
Natural language processing and data security. It separates 
the word of a sentence. The process removes some special 
characters like white space, delimiter, semi-colon etc. from 
each sentence. 

2.3.2 Stop Word Removal 

 Some words are very common to a document, which 
would appear the most but have less significance in 
extraction of the concept, and is completely omitted from the 
document. These words are called “stop words” and the 
technique of omitting these words is called “stop word 
removal”. It is obvious that stop words do not contribute to 
the context or content extraction of textual documents. Due 
to their high frequency of occurrence, their presence in text 
mining presents an obstacle in understanding the content of 
the documents. 

Some of the examples of stop-word are: a, an, the, 
and, or, but, for, from, has, he, she, in, is, are, as, at, be, it, its, 
of, on, that, the, to, was, were, will, who, which, with, when, 
how etc. 

The common scheme for determining a “stop word 
list” is to sort the terms by collecting frequency and then to 
enlist the most frequently used terms, in a stop list, the 
members of which are excluded from the document during 
indexing. 

2.3.3 Stemming 

Another important way to reduce the number of 
words in the representation is to use stemming. This is based 
on the observation that words in documents often have many 
morphological variants. For example, we may use the words 
computing, computer, computation, computational, 
computes, computable, computability etc. in the same 
document. These words clearly have the same linguistic root. 
Putting them together as if the system is processed with 
single word, generally gives a strong indication of the content 
of the document whereas each similar word individually may 
not. Thus the use of stemming can be a very effective way to 
manage the number of words in a document. 

2.4 Document Representation 

Document representation is the most significant part of 
text mining and concept retrieval systems. It is very 
important to transform the textual format of the documents 
into vector form to reduce the complexity of the documents 
and make it easier to handle. Such a transformed document 
describes the contents of the original documents based on the 
principal terms called base words. Each term is assigned to a 
vector value for the representation. Then these terms are 
used in processing and applying text mining technique to 
achieve useful information and concept retrieval. 

There is an automatic tool called word2vec [5, 6] which 
takes a text document as input and produces the vector form 
of that word as output. It first constructs a vocabulary from 
the training textual data and then learns vector value of each 
word. Thus, it represents the whole document as a separate 
vector value for separate words. The resulting word vector 
representation captures relationship in word’s function and 
can be used as features in many natural language processing 
applications. 

All of the training words (vector values) in any document 
are stored in an n-dimensional pattern space. When an 
unknown word is given, a k-means algorithm searches the 
pattern space for the k training words that are closest to the 
unknown word. "Closeness" is defined in terms of Euclidean 
distance, where the Euclidean distance between two points 
are, X=(x1, x2,……,xn) and Y=(y1,y2,….,yn) is [20] : 

             
                                                                             ………..(1) 
 

Where X and Y are the two compared vector values of 
words and n is their number of words in the document. 

For the problem of clustering text documents, there are 
different criterion functions available [2]. The most 
commonly used one is the cosine function. The cosine 
function measures the similarity between two documents as 
the correlation between the document vectors representing 
them. For two documents or words di and dj, the similarity 
between them can be calculated as [8] 

 
Cosine (di, dj) = di * dj / || d i || |d j|| …….. (2) 

 
Where X represents the vector dot product and |di| 

denotes the length of vector di. The cosine value is 1 when 
two documents are identical and 0 if there is nothing 
common between them. The larger cosine value indicates 
that these two documents share more terms and are more 
similar.  

2.5 Dimensionality Reduction 

 Dimensionality reduction process transforms the data in 
the high dimensional space to a space of fewer dimensions. 
The data transformation may be linear, as in principal 
component analysis (PCA), but many nonlinear 
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dimensionality reduction techniques also exist [7]. For 
multidimensional data, tensor representation can be used in 
dimensionality reduction through multi linear subspace 
learning. 

Principal component analysis (PCA) [26] is a statistical 
procedure that uses an orthogonal transformation to convert 
a set of observations of possibly correlated variables into a 
set of values of linearly uncorrelated variables called 
principal components. The number of principal components 
is less than or equal to the number of original variables. The 
resulting vectors are an uncorrelated orthogonal basis set. 
The principal components are orthogonal because they are 
the eigenvectors of the covariance matrix, which is 
symmetric. PCA is sensitive to the relative scaling of the 
original variables. 

2.6 Clustering words 

Clustering [7] is the grouping of a particular set of objects 
based on their characteristics, aggregating them according to 
their similarities. Regarding data mining, this methodology 
partitions the data implementing a specific join algorithm, 
most suitable for the desired information analysis. For 
document clustering, it is the process of grouping of contents 
such as words, word phrases or documents based on their 
content to extract knowledge. Word clustering is the similar 
process of clustering that groups the words according to its 
semantic values. The word belonging to one cluster is similar 
and the word belonging to another cluster is dissimilar. 
Grouping of words into individual cluster can be described by 
its own concept. 

2.6.1 K-means Clustering 

K-means is one of the most popular and efficient 
techniques for clustering. This clustering algorithm was 
developed by McQueen, and is one of the simplest and the 
best known unsupervised learning algorithms that solve the 
well‐known clustering problem. The K‐Means algorithm aims 
to partition a set of objects, based on their content/features, 
into k clusters, where k is a predefined or user‐defined 
constant. 

From the given set of n data with k cluster represents the 
grouping of words of a document. The value of k is set at the 
beginning of the algorithm which represents the number of 
cluster to be obtained. For grouping ‘n’ objects into ‘k’ cluster, 
k centric are initialized randomly. Each time a data is 
appeared, it is immediately assigned to its closest cluster 
centric and the centric of that cluster is updated. The process 
is continued until there is no change of the value of the 
centric in each cluster. The centric of a cluster is formed in 
such a way that it is closely related (in terms of similarity 
function; similarity can be measured by using different 
methods such as cosine similarity, Euclidean distance, 
Extended Jaccard) to all objects in that cluster. Finally, the 
elements belonging to one cluster are close to each other and 
dissimilar to the elements belonging to the other cluster. 

The detailed algorithm of k-means is presented in Section 
4.2.3. 

2.7 Motivation 

The recent growth of technology generates a massive 
amount of information every second in unstructured or semi-
structured format which can be retrieved and converted into 
significant knowledge. The resources stored in web pages are 
accessed by millions of people every day. Moreover, content 
on different topics is published on same document and makes 
it an ambiguous textual document. As a result, to get an 
overall idea about the document has become a boring and 
time-consuming task. Different automatic techniques are 
available for this purpose. Text mining is one of them that 
provide the relevant information on the basis of user 
requirement. Topic extraction is one of the beneficial 
approaches to know the title or the topic of a text. But, 
sometimes, ambiguity of words makes it difficult to 
understand on which topic the document is written. The 
availability of the similar words and their corresponding 
semantic relationship under a single roof would be a very 
effective and sophisticated option to explore the concept 
extraction. 

This paper provides a better, easier, and a clearer 
understanding of the overall process involved in grouping 
words into clusters based on the similarity of their ontology 
and displaying them under a single platform for better 
understanding of the concept of an ambiguous document. 

2.8 Limitations of existing system 

Text mining field is a massive and complex area to deal 
with. How to explore and utilize the huge amount of text 
documents is a major question in the areas of information 
retrieval and text mining. Document clustering is one of the 
most important text mining methods that are developed to 
help users effectively navigate, summarize, and organize text 
documents [5]. By organizing a large amount of words into a 
number of meaningful clusters, word clustering can be used 
to identify the content of documents or organize the results 
returned by a search engine in response to a user’s query. 
Most of the existing systems that tried to group the words or 
documents, have represented documents using vector space 
model or ontology based term analysis, applied fuzzy c-
means algorithm for clustering the words of a document etc. 

The limitations of existing system are – 

 Vector space model treats a document as a bag of 
words which creates high dimensionality in the 
feature space. When dimensionality increases, 
the number of words also increases. So, applying 
algorithm on huge number of words becomes 
difficult. 

 Most of the system do not consider the semantic 
relationship among the words. Similar words can 
make confusion and increases dimensionality. As 
a result, handling these data becomes 
challenging. 
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 VSM has more complexity with feature selection 
techniques. 

 The existing system could not work efficiently in 
high-dimensional feature spaces due to the 
inherent sparseness of the data which imposes a 
big challenge to the performance of clustering 
algorithms. 

Moreover VSM, Fuzzy C-Means (FCM) cannot deal with 
ambiguous documents that contain different contents with 
similar words. The algorithms never considers the context or 
semantic relationship of the words of the documents that 
may cause confusion in understanding the idea of the 
document. 

2.9 Conclusion 

In this section, we have discussed about text mining, 
document pre-processing, document representation, 
clustering process of words and its overall importance in our 
modern life. All topics have a common goal which is to 
discover a new idea from the existing resources. So we are 
going to develop a system that will extract new and 
interesting knowledge from ambiguous documents and help 
the users get an overall idea of that document. 

3. METHODOLOGY 

3.1 Introduction 

In this  section, the working principle and architecture of 
our implemented method will be discussed. We have 
implemented unsupervised clustering text based method for 
understanding the ambiguity of the documents. This section 
will give the methodology of concept extraction of a 
document using text mining algorithm. In section 3.2 and 3.3, 
architecture and the methodology of our implemented 
system has been illustrated respectively. 

3.2 The Overall Research Process 

In this section, the overall process implemented for the 
thesis is described. The process includes of step-by-step 
actions performed for the clustering of words from different 
articles or documents which have the similar words but 
dissimilar contents. The overall research process is 
illustrated in Figure 3.1. In the figure, the process starts with 
the collection of document. Then the document is processed 
with some pre-processing techniques. After having it pre-
processed, the clustering process is applied. The detail 
research process is illustrated below: 

3.2.1 Document Pre-processing 

Document preprocessing is the most crucial part of text 
mining. It is an important part of any NLP system, since the 
words explored at this stage are the fundamental units and 
passed to all further processing stages. The processing 
method has been stated in Section 2.2. Because the sentences 
of a document always have some special character, specific 
parts-of-speech like prepositions, articles, and pronouns. 

These type of words have to be eliminated from the 
document before applying any algorithm. The document pre-
processing includes the following steps: 

3.2.1.1 Tokenization 

The detail concept and explanation about Tokenization 
have been stated in Section 2.2.1.The text that we have used 
in this thesis is in English. Generally textual data is only a set 
of words in the data set. The document is considered as 
stream of strings and the strings are considered as stream of 
characters. They  may contain characters like brackets, 
hyphens, punctuation marks, spaces etc. The tokenization 
process is carried by using these type of special characters to 
split the sequence of characters to meaningful units called 
token. 

3.2.1.2 Stop Word Removal 

A document consists of some words that appears 
frequently throughout the text but these words have less  
importance in concept extraction. The words are discarded 
entirely to reduce the vocabulary. These common words are 
stop words and the process is called stop word removal. Stop 
words accounts 20-30% of total word counts in a particular 
text documents. There is a list of stop words such as article, 
prepositions, who, which, how etc. The tokens fetched from 
the tokenization step are compared to the stop word list. If 
the token matches to the list, it is discarded from the 
document. 

3.2.1.3 Stemming 

The stemming process have been mentioned in detail in 
Section 2.2.2. As this thesis is carried out using English 
language, there appeared so much vagueness during 
implementation. So, to reduce this complexity, the stemming 
process is applied. It identifies words to their root form. The 
documents contain words having the same linguistic root, are 
replaced by the root. Stemming may reduce indexing size as 
much as 40- 50%. Thus, the process also reduces the 
dimensionality of the document. Finally, we can get a reduced 
number of features or words for further processing. 

 

Fig - 3.1: The overall research process 
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3.2.2 Document Representation 

Word2vec [5,6] is the one of the powerful and efficient 
tools for representing documents as vectors using efficient 
implementation of continuous-bag-of-words and skip-gram 
architecture as mentioned in Section 2.3. Each word is 
assigned to its vector values. Then, the entire document is 
represented as vectors in which similar words have the 
vector values close to each other. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig - 3.2: Flowchart of the proposed method 

3.2.3 Dimensionality Reduction using PCA 
Algorithm 

The detail concept and explanation about feature 
extraction have already been mentioned in Section 2.4. After 
each base word is assigned by its vector values, the process of 
dimension reduction is carried out. Synonym expansion is 
carried out by searching each token in the dictionary and 
transforming each word to the base words. The dictionary 
consists of a list of words and all of their synonyms. 

3.2.4 Clustering Words using K-means Algorithm 

After completing feature extraction, clustering process is 
applied on the words of the document. The K-means 

clustering algorithm is used to meet the purpose of this 
research. 

The basic algorithm of K-means used for the project is as 
following: 

3.2.4.1 K-means Algorithm 

For partitioning where each cluster’s center is 
represented by the mean value of the objects in the cluster. 

Input: 

k: the number of clusters 

n: the number of words 

Output: 

A set of k clusters. 

Method: 

Step 1: Choose k numbers of clusters to be determined. 

Step 2: Initialize Ck center randomly for k clusters. 

Step 3: Repeat 

 3.1: Assign each element to its nearest cluster center 
using Euclidean distance. 

 3.2: Calculate new cluster centric by computing 
mean points. 

Step 4: Until 

 4.1: Cluster centroid is not changed OR 

 4.2: No element changes its cluster 

3.2.5 Mapping/Visualization of the results 

The output achieved from the entire process, which, in 
fact are the clusters of similar words from ambiguous 
documents, is represented in the console on the two-
dimensional space. The result shows clusters of words which 
have the similar content. Moreover, it also shows the largest 
cluster among all the clusters to give an idea/abstract of the 
ambiguous document. 

3.2.6 Challenges of this research  
 

 One of the challenges of the system is generating 
the vector values to identify the semantic 
relationship among the words of the document. 

 Another challenge of the implementation is 
clustering the words which give us insight of the 
topic or the general idea of the document. 

3.3 Conclusion 

In this section we discussed our proposed system and 
how it will work. We also briefly discussed the challenges we 
are going to face in building the system. 
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4. IMPLEMENTATION AND RESULT ANALYSIS 
 
4.1 Introduction 
 

In this section, we have discussed the total 
implementation procedure of our system. The 
implementation involves the extraction of large document in 
a textual format, fetching them in the system to go through 
the document pre-processing techniques, forwarding the pre-
processed documents to the clustering system and obtaining 
clusters of similar words with similar semantic values as a 
final output. 

4.2 Implementation model 

The Implementation model is involved during the 
implementation phases are described in detail in Section 3.2. 
The model is divided into three phases. They are – 

 Document preprocessing 

 Document representation 

 Clustering words 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

 

Fig - 4.1: Implementation model 

The model is implemented for finding those words of a 
document that are helpful for further document classification, 
summarization and other text mining techniques. It finds the 
key terms of a document which can give insight of the topic of 
it help to get an overall idea. The above figure represent the 
whole process of clustering semantic valued words of a text 
document. 

4.2.1 Input Text 

Our thesis implementation begins with the collection of 
text documents. The text to be mined is fetched in this step. 
Document which is used in our system is written in English. 
Users can give any large document, text, paragraph, article 
etc. written in a textual format. There is no limitation in the 

size of the text. It can be as large as the user wants. 
Traditional input in orange wizard is a file. But we have 
created a python wizard to get input in a text format from the 
user. This text is further processed by the analyzing phase 
through some preprocessing techniques. 

 

 

 

 

 

 

 
Fig - 4.2: Getting text input from user 

4.2.2 Document Preprocessing 

After getting input in a textual format, the document is 
preprocessed with document preprocessing technique. The 
detail concept is described in section 2.3. This step represents 
the text document with a set of index terms. Pre-processing 
significantly reduces the size of the input text documents by 
tokenization, stop word removal and stemming. All the steps 
of Document pre-processing are described in the following 
section: 

4.2.2.1 Tokenization 

The input text is a collection of stream of sentence. But we 
have to deal with the base words only. This step slices up the 
stream of text into words, phrases and meaningful elements. 
It removes the special character and other elements from the 
sentence described in section 2.3.1. All the words are 
converted into Unicode. 

To begin with tokenization, we have used a tool called 
Natural Language tool kit (NLTK). We have imported the 
tokenization package which is included in NLTK tool. The 
only function of this tool is to collect the words from stream 
of sentences. 
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Fig – 4.3: Getting words from input text 

     Usually the word begins with a capital letter at the 
beginning of a sentence. So, there may present some words 
hold capital letter in the entire document. But all of them are 
turned into lower case by word. Lower () method is used 
after finishing the tokenization process. 

4.2.2.2 Stop word removal 

       Some words appear frequently in a document but have 
little value in analyzing the text document. These words are 
called stop words. So, it is obvious to eliminate those words 
to understand the document better. 

 

 

 

 

 

 

 

 

 

 

 

Fig- 4.4: Eliminating Stop words 

        To remove stop words, Natural Language Processing 
tool kit (NLTK) is used again. We have imported the stop 
word package which is inherited from NLTK tool. The only 
function of this tool is to collect the words from stream of 
sentences. The package contains a list of pre-defined stop 
words and those are removed from the document during this 
process. 

4.2.2.3 Finding Most of the Frequent Words 

         We have not counted the words that has used only once 
as they have no role in the concept extraction. We paid heed 
to the words that have appeared repeatedly. In this step, the 
method freqDist is utilized to locate the most frequent words 
in the document. The method finds the word that has 
appeared one or more times in the document. The word that 
appears once has less importance in further process. We 
have only chosen the words that can make difference in 
distinguishing an ambiguous document. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig- 4.5: Finding Most Frequent Word 

4.2.3 Document Representation 

     Document representation is the most crucial and 
challenging part of our implementation model. The 
remaining words of the document are to be represented by 
vector value. Each vector value of a word also represents the 
semantic relationship among them. Thus, it helps to extract 
knowledge from an ambiguous document very easily. The 
following steps are applied to represent the index term of a 
document into vector forms: 

4.2.3.1 Load Word to Vector 

      This tool provides an efficient implementation for 
computing vector representations of words. Using the 
word2vec tool, it is possible to train models on huge data 
sets. We use google word 2 vector tool here. 

       After finding most frequent word, it is given to word2vec 
tool. To use the tool, first we have to load word2vec from PC 
directory. For this we have to create an orange widget. Here 
we use tkFileDialog which is a module with open and save 
dialog functions. The askopenfile function is used to create a 
file dialog object. Tkinter is Python's de-facto standard GUI 
(Graphical User Interface) package which is used to pop up a 
small window with two buttons (Open File & Quit). The 
tkMessageBox module is used to display message boxes. This 
module provides a number of functions that we can use to 
display an appropriate message. Gensim.models is a free 
python library which is used to load word to vector. 
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Fig- 4.6: Load Word to Vector Tool 

4.2.3.2 Vectorize Text 

After loading Word to Vector tool, the words are 
converted into vector forms. The tool is applied to get vector 
value for each word of the document. The vector values are 
fetched from the word2vec package where a vector is 
predefined for each word. After applying this tool we have 
got a vector of 64 dimensions for each individual word. 

We shall receive two different outputs after the 
termination of the step. The first output is the list of vector 
values of each word and the other output is the list of those 
words those are converted into vector forms. The vector 
values for each word and the respective word list are shown 
in the following figures respectively: 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig- 4.7: Getting vector values for each word 

 

 

 

 

 

 

 

 

 

 

 

Fig- 4.8: Getting word list 

4.2.3.3 Apply PCA Algorithm 

When we have the vector values of all words, it is 
processed by the Principal Component Algorithm (PCA). This 
algorithm transforms the data in the high dimensional space 
to a lower dimensional space. After vectorize the text, we 
have a vector value of 64 dimensions which is very complex 
to deal with. Moreover, if we want to plot the words, it  is not 
visually possible. So, we have applied PCA algorithm to 
reduce this 64 dimensionality into two or three dimensional 
vector values. 

 

 

 

 

 

 

 

 

Fig- 4.9: Applying PCA algorithm 

     To decrease this high dimensionality, we have imported 
sykitlearn package and used PCA algorithm available under 
this package. As our goal is to plot the similar words in the 
console, we have defined to reduce the dimensionality into 
2- dimensional vector values. We have used a method which 
generates a general value within the high dimensional vector 
values and reduces the curse of high dimension. 

4.2.3.4 Convert Pandas Data to Orange Data 

      After applying PCA, we get two dimensional vector values. 
Then we pass the data set to K-Means for clustering. But we 
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use here the Orange K-Means widget and it works only with 
Orange data. We get Pandas data after applying PCA, so we 
have to convert the Pandas data to Orange data. 

For converting the data we create an orange widget, 
where we can see the number of pandas input data and 
orange output data. We use here a python file named 
conversion for changing pandas data to orange data. 

 

 

 

 

 

 

 

Fig- 4.10: Converting Pandas Data to Orange Data 

In our example, we send 39 instances of pandas data 
and get 39 instances of orange data. 

4.2.4 Apply K-Means Clustering Algorithm 

      After completing document representation, we have 
applied K-Means clustering algorithm to the data and this 
gives output of a new data set. Here cluster index is used as a 
class attribute. The original class attribute, if it existed, is 
moved to meta attributes. For various k, the scores of 
clustering results are also shown in the widget. 

 

 

 

 

 

 

 

 

 

 
Fig- 4.11: K-Means Clustering Algorithm 

1. Select the number of clusters. 

 Fixed: algorithm clusters data in a specified number 
of clusters. 

 Optimized: widget shows clustering scores for the 
selected cluster range. 

 Silhouette (contrasts average distance to elements 
in the same cluster with the average distance to 
elements in other clusters) 

 Inter-cluster distance (measures distances between 
clusters, normally between centroids) 

 Distance to centroids (measures distances to the 
arithmetic means of clusters). 

2. Select initialization method (the way the algorithm begins 
clustering): 

 k-Means++ (first center is selected randomly, 
subsequent are chosen from the remaining points 
with probability proportioned to squared distance 
from the closest center) 

 

 Random initialization (clusters are assigned 
randomly at first and then updated with further 
iterations) 

Re-runs (how many times the algorithm is run) and maximal 
iterations (the maximum number of iteration within each 
algorithm run) can be set manually. 

3. The widget gives output of a new data set with appended 
cluster information. Select how to append cluster 
information (as class, feature or meta attribute) and name 
the column. 

4. If Run on every change is ticked, the widget will commit 
changes automatically. Alternatively, click Run. 

These are the descriptions of the User Interface section. 

When we execute, then we get the final cluster as output 
which is given below. 

 

 

 

 

 

 

Fig- 4.12: Getting Cluster Value 

4.2.4.1 Convert Orange Data to Pandas Data 

After applying K-Means algorithm, we get Orange 
data. For plotting the word we need Pandas data. So we have 
to convert the Orange data to Pandas data again. 

For converting the data we create an orange widget, 
where we can see the number of orange input data and 
pandas output data. We use here a python file named 
conversion for changing pandas data to orange data. 

https://en.wikipedia.org/wiki/K-means_clustering
https://en.wikipedia.org/wiki/Silhouette_%28clustering%29
https://en.wikipedia.org/wiki/Centroid
https://en.wikipedia.org/wiki/K-means%2B%2B
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Fig- 4.13: Converting Orange Data to Pandas Data 

In our example, we have sent 39 instances of orange data 
and get 39 instances of pandas data. 

4.2.4.2 Plotting Words 

       The inputs of plotting words are the list of those words 
that are converted into vector forms, two-dimensional vector 
value of words and clustered words. We use here several 
package for plotting the words. Numpy is the fundamental 
package for scientific computing with Python. We use numpy 
as a powerful N-dimensional array object. Matplotlib.pyplot 
is a collection of command style functions that make 
matplotlib work like MATLAB. Each pyplot function makes 
some change to a figure: e.g., creates a figure, creates a 
plotting area in a figure, plots some lines in a plotting area, 
decorates the plot with labels, etc. In matplotlib.pyplot 
various states are preserved across function calls, so that it 
keeps track of things like the current figure and plotting 
area, and the plotting functions are directed to the current 
axes (please note that “axes” here and in most places in the 
documentation refers to the axes part of a figure and not the 
strict mathematical term for more than one axis). Collection 
is a high-performance container data type. This module 
implements specialized container data types providing 
alternatives to Python’s general purpose built-in containers, 
dict, list, set, and tuple. 

 

 

 

 

 

 

 

 

Fig- 4.14: Getting Plotting Value 

We define here 30 Hexadecimal color for clustering. 
Here is the output of all clusters of words. 

 

 

 

 

 

 

  

 

Fig- 4.15: Getting all Clusters of words 

      When we get all the cluster of words, it is difficult to 
understand what types of document it is. So finally, we plot 
the biggest cluster of words so that we can easily extract the 
concept of any document. The final output is given below. 

 

 

 

 

 

 

 

Fig- 4.16: Getting largest Cluster of words 

      From the above figures, we can say that the desired 
output of our system is acquired. Seeing these words, we can 
have an overview of the document at a glance. The system 
transforms a time-consuming task to an automatic one 
without reading the whole document. 

4.3 Result Analysis 

     We have tested on some text document to make results. K-
means is a heuristic method of constructing clusters of the 
documents. Execution time of the process is really fast but 
there is no guaranteed output. The output depends on 
optimal calculation of centroids of the clusters. 

4.3.1 Dataset 

     To test and compare the approaches, we have collected a 
small corpus of Dutch Wikipedia articles consisting of 758 
documents. After analyzing the documents, we have found 
118099 terms occurred and among them 26373 were unique 
terms. The articles were taken from 8 Wikipedia categories: 
spaceflight, painting, architecture, trees, monocots, aviation, 
pop music and charadriiformes. All the articles are equally 
distributed over the categories. Different articles have 
different size among the categories. 

http://matplotlib.org/api/pyplot_api.html#module-matplotlib.pyplot
http://matplotlib.org/api/pyplot_api.html#module-matplotlib.pyplot
http://matplotlib.org/api/pyplot_api.html#module-matplotlib.pyplot
http://matplotlib.org/api/pyplot_api.html#module-matplotlib.pyplot
http://matplotlib.org/faq/usage_faq.html#parts-of-a-figure
file:///C:/Users/Mehedi%20Rahman%20Rana/Desktop/Thesis/viva/8.3.%20collections%20Ã¢Â�Â
file:///C:/Users/Mehedi%20Rahman%20Rana/Desktop/Thesis/viva/8.3.%20collections%20Ã¢Â�Â
https://docs.python.org/2/library/stdtypes.html#dict
https://docs.python.org/2/library/stdtypes.html#dict
https://docs.python.org/2/library/stdtypes.html#set
https://docs.python.org/2/library/functions.html#tuple
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4.3.2 Experimental Result and Evaluation 

The methodology described in this paper is an 
extraction-based word clustering. If the largest cluster has 
smaller number of words in comparison with the original 
number of words, it will become difficult to gather a general 
idea of that document. On the other hand, if the number of 
words become larger, the concept extraction will also 
become harder. So, it is required for the resulting words in 
the largest cluster to be around 8% - 20% of the original 
words of the document. For evaluating our system, we ran 
simulation on 8 selected Wikipedia text samples. The result 
generated by our approach is not similar to the existing 
technique for concept extraction. For this, we select 
extraction-based summarization approach by 
autosummarization.com and compared it with our system. 
The existing approach shows the summarized sentence for 
concept extraction but we have generated a number of 
words for it. So, we have assumed that the existing system 
generating on an average of 10-12 words for each sentence. 
Then we have the words generated by our approach and 
compared it with summarizer extraction-based technique. 

Table- 4.1: Results of Evaluation of our approach on 
various sample text 

Te

xt 

N

u

m

be

r 

Data 

Set 

Number 

of words 

in 

original 

passage 

Number 

of words 

extracte

d by our 

approach 

% of 

words 

extracte

d by 

autosum

merizer.

com 

% of 

words 

extracte

d by our 

approac

h 

1 Spacefli

ght 

179 20 27.77 11.17 

2 Paintin

g 

234 32 16.66 13.68 

3 Archite

cture 

237 31 16.66 13.08 

4 Trees 357 45 18.18 12.61 

5 Monoco

ts 

257 29 26.66 11.28 

6 Aviatio

n 

51 10 21.43 19.60 

7 Pop 

music 

168 15 27.77 8.92 

8 Charadr

iiformes 

180 20 27.77 11.11 

       From the above table we can see that the percentage of 
words extracted by our approach is smaller than that of the 
existing approaches. A large number of words can give 
concise meaning in summary but it is not helpful for 
understanding the concept seeing only words. So, our 
approach can give a meaningful understanding of concept at a 
glance without reading it line by line. 

 

Fig- 4.17: Comparison of the word percentage for 
autosummarization.com and proposed approach 

 The clustered words generated by our technique can be 
further used in auto summarization or categorization. The 
words in each cluster is varied with different distance 
measurement techniques with respect to cluster centroid. So, 
the numbers of words can also be controlled for required text 
mining techniques. 

4.4 Summary 

 Implementing and analyzing with different method of 
creating cluster, we can say that this thesis will be helpful and 
effective for user to extract a general perception of a text 
document. The key words can also be helpful for document 
categorization and summarization. 

5. CONCLUSIONS 

 Revolution in technology makes remarkable change on 
web. A huge amount of textual information is published 
online on billions number of web pages. With the increasing 
amount of textual data every day, knowledge extraction and 
trend prediction have become a challenging task. The paper 
investigated the technique of text mining and word clustering 
to make a document understandable to the user. The system 
is implemented for finding the similarities among the words 
of a text focused on various methods for document pre-
processing. Then, the k-means clustering algorithm was 
applied for grouping of similar words with similar sematic 
values. 

 Text mining is the most powerful and efficient technique 
for organizing the text corpus. The thesis based on this 
technique to discover an idea of a document. The thesis was 
accomplished by finding the similarities among the words to 
extract a general concept of the document. Word clustering 
technique is easier, less time consuming and will give a better 
concept of an ambiguous text document. The real world 
application of this paper would help people differentiate 
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between documents having similar words but different 
contents. 

LIMITATION 

 The implemented method only clusters words of a 
document on the basis of their similarities. Clustering of 
words give the insight of a general concept of the document. 
Sometimes, the exact topic or concept cannot be retrieved by 
our system. Moreover, the same words in different cluster 
may create confusion. Thus, understanding the actual topic of 
the document is become complex. 
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