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Abstract - Electrical Impedance Tomography (EIT) is a 

noninvasive tomographic imaging methodology, where cross-

sectional images of conductivity as well as permittivity 

conveyance within a volume are recreated. MATLAB is utilized 

in this tomographic imaging. In this article, simulation is done 

in two unique conditions and utilizing simulated information 

images of change of conductivity dispersion inside the volume 

are produced with Gauss-Newton (GN) algorithm in MATLAB. 

Priors like Laplace, Tikhonov, NOSER, Total Variation are 

utilized for reconstructing the image and one new algorithm is 

also introduced here. The level of error in reconstructing 

conductivity and 1D conductivity profile are likewise 

determined and also compare the image with respect to shape, 

size and spatial location of the impurity. 
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1. INTRODUCTION  
 
EVERY YEAR, 50 million patients are mechanically 
ventilated. Among them15 million babies are preborn and 
many of them are having a respiratory disease which 
requires respiratory support for their improvement & their 
survival [1][2]. The observing tools which are available now 
a days, such as X-rays or CT scan only provide intermittent 
diagnosis and that may lead to a delay in treatment [1]. Now 
a days, in a medical market some portable device is required 
for recording, storing and transferring of the patient data 
directly to the hospital or doctor. Systems needed more 
secure ways of communication and other measure 
parameters like miniaturization factor, reliability, longevity, 
warranty for the rapidly growing & changing market, the 
provision of emergency assistance is the extremely 
important factor in the device [3].  

 Electrical Impedance Tomography is a relatively “different” 
imaging technique for reconstruction of the two-dimensional 
or three-dimensional image [4] by calculating the distributed 
conductivity within the body tissue through electrodes 
which are applied on the subject [2]. During the respiration, 
conductivity of the lung can increase or decrease according 
to the inhalation and exhalation [2]. There are two main 
principle to processes: Current Injection Process and Sensing 
Process which measures the distributed voltage after the 

injecting of the current. These gathered values can be 
proceeded and particular image can be displayed with the 
support of specific current injection process and 
reconstruction algorithm [5]. Current injection process is 
very sensitive process because it is necessary to perform a 
current injection into the body that is neither so weak to 
generate surface voltage distribution nor so high that create 
discomforts or pain [11]. 

EIT system is the combination of the hardware and software 
part [15]. The hardware part contains the current generator, 
frequency generator [9], signal conditioner, data acquisition 
system [7]. Software part is the combination of two process: 
Forward Solver Model and Inverse Solver Model [5][7]. The 
quality of the reconstructed image mainly depends on the 
boundary data accuracy and the reconstruction algorithm 
[7]. Surface electrodes geometry and EIT instrumentation [4] 
are responsible for the accuracy of the boundary data [7]. 
The efficiency of the reconstruction algorithm depends on 
the forward solver model & inverse solver model [14]. The 
forward solver model consists of the process to design 
geometry of surface electrode using data acquisition 
technique [5]. The main aim of forward solver model is to 
determine the variation of the voltage after the current 
injection process [7] and the second part inverse solver 
model is fully image reconstruction process [7]. Many 
different algorithms & techniques are used in inverse solver 
model like, Jacobian Matrix [8] regularization techniques, 
minimization, Tikhonov Regularization Method, Gaussian…, 
etc. After applying different algorithm in MATLAB, compare 
the images from them and getting the best image of 
particular algorithm out of it. [5].  

1.1 Mathematical Modeling 
 
The main goal of EIT system is to measure the variation of 
conductivity over the unknown subject; for that current 
injection through the external surface electrodes is necessary 
which is attached on the surface of the object. Simple EIT 
system is shown in the Figure.1. It has three main parts: 
Electrodes, Data Acquisition System and Image 
Reconstruction [8]. 
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Fig -1: Main System of EIT [8] 

 
Mathematical relationship between the measured voltage 
and distributed conductivity can be illustrated as [8]: 
 

µ = F (σ)   (1) 
 
Where, µ = Measured Boundary Voltage 
 σ = Electrical conductivity 
 
This Eq. (1) can be represented in linearized & discretized 
form. Forward Model is used to calculate the sensitivity of 
matrix 

Ax = b    (2) 
 

Where, A = Sensitivity Matrix 
x = Electrical Conductivity Distribution 
b = Variation of the measured boundary Voltage 
 
The scalar product of the sensitivity matrix at a particular 
point to the electrical conductivity distribution which is 
produced at each pair of electrodes after injecting the 
current, we get the variation in the boundary voltage. Using 
different Forward model, we get the different sensitivity 
matrices. If we inverse the sensitivity matrix and multiply it 
with the boundary voltage then we can see the conductivity 
change in our image [14].  

 
2. RECONSTRUCTION ALGORITHM 
 
Inverse problem is mainly depending on the image 
reconstruction. Two types of images are existing: static and 
dynamic. Static imaging can be obtained within the volume 
and Dynamic imaging can be obtained within the volume over 
time [9]. 

2.1 Analytical Algorithm: Back-Projection 

This method was suggested by the Barber & Brown and this 
method has been in used since decades for generating the 
image of changing conductivity [12] [13]. The simple 
equation of the Back-Projection is: 

 
Where, ϕ = boundary measurement vector  

  = conductivity distribution inside the body. 

 The Jacobian matrix is described by  = J. 

2.2 Analytical Algorithm: Filtered Back-Projection 

After back-projection, obtained image is not the similar as the 
original image there is a blurred version of it. For sharpen 
image, special filtering is applied to the projections by 
introducing negative wings before back-projection [27]. 
Because of the negative wings, we get the clear image. This 
image reconstruction algorithm is very common and it is 
known as a Filtered Back-projection Algorithm.  

 

shows filtration in boundary data and  back-
projection, this will give the more accurate values as 
compared to the back-projection algorithm. 

2.2 Iterative Reconstruction Algorithm 

The basic procedure for an iterative reconstruction is to 
discretize the image into pixels and treat each pixel value as 
an unknown [26]. According to the imaging structure and 
physics we can set up the equations and these equations are 
solved by the iterative algorithm. 

 

Fig -2: Block-Diagram of Iterative Reconstruction [26] 
 

The reconstruing of image converges to a recognizable image 
and minimizes noise upon the advancement of iterative 
procedure. It shows the significance of noise regularization. 
The most straightforward technique for regularization is to 
stop the cycle at one point [26].  
 
2.2.1 Gauss-Newton Algorithm 
 
Gauss–Newton (GN) algorithm is the least square solution of 
the minimized object function s(σ) defined as [19]: 
 

 
 

Objective function is minimized by taking the comparison of 

the experimental measured voltage data Vm and assumed or 

calculated voltage data Vc.  

2.2.2 Tikhonov Regularization 

 
This regularization method uses the differential operator 
which leades to smooth solutions [8]. 
 

u 
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r is the regularization parameter 
L is the regularization matrix 
 
The method is well-known for solving the inverse problem, 
but the stability is depended on the selected regularization 
parameter.  
 

2.2.3 NOSER Algorithm  

 

This algorithm is also known as “Newton One-Step 
Reconstruction” (NOSER) [22]. Using a constant 
conductivity, it takes further one step from the Newton’s 
method. It is the least square based method [6] [19]. Some of 
the eigen value of the Jacobian Matrix are very small in ill-
condition. So, for small eigen value, it is required to invert 
the matrix then it will produce the very large eigen value and 
because of that will generate large value of error [20]. 
Modified Jacobian Matrix J is defined to solve the problem as:   
 
J=An,m + r An,m  δn,m 

where δ = 1, when n=m  
= 0, otherwise 
 
Where, A is the element of the matrix near to the diagonal 
R is the largest value parameter which balances between the 
stability and image contrast. 

 

2.3 Total Variation Algorithm 
 
Total Variation regularization is most common & well-known 
method for imaging. As the name suggested total variation, it 
reduces the total variation of the object and matches it with 
the original image [25]. It protects its sharp edge and 
smoothen the noise. It is illustrated as: 
 

   
 
Where, TV(θ) is the function of conductivity image 
θ is the value of conductivity (mho/m) 
Ω is the fixed part where images are produced 
The process of integration is used for the complete image. 

Only for the edges between the elements θ is non-zero. For 
ith edge elements are m(i) & n(i). So, conductivity is [4]: 
 

   
 
Where, li is the length of the ith edge and i covers all the edges. 
It can be described in the terms of matrix as below: 
 

 
 
Here, L is a matrix per each edge Li has two non-zero 
elements in column m(i) and n(i). 
  
The TV algorithm has a better noise cancellation than the 
Tikhonov algorithm [21]. 

2.4 Dynamic Regularization 
 
This regularization gives options to the users for selecting the 
number of iterations and regularization factor so that user 
can reconstruct the image according to his/her requirement. 
Image can be more qualitative as number of iterations are 
more. 

 
3. SIMULATION RESULTS 
 
3.1 Image Reconstruction Using Back-Projection & 
Filtered Back-Projection 
 

 
 

Fig -4: Back-Projection Image 
 

 
 

Fig -5: Filtered Back-Projection Image 

 
Now a days, back projection is used in very less applications 
because it has limited accuracy [17] & the quality of 
generated image is very poor. So, for more qualitative & 
quantitative image needed other image reconstruction 
algorithms [16]. 

3.1 Image Reconstruction Using Iterative Algorithm 
 
Comparison of the resulting images obtained using GN 
algorithm and various priors which can be described by 
taking Finite Element Method (FEM) model. It contains 576 
mesh elements [13]. This FEM model has a radius of 1 cm 
and conductivity of 1 S/m. This is referred as background. 
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 is shown in the following figures. 

 

 
 

Fig -3: Image with a dataset of Triangle placed near the 
center point of object 

 
3.2 Using Laplace Prior 
 

 

Fig -6: Gauss-Newton Solver using Laplace Image Prior 
 
Fig- 6 shows obtained image having the sharp discontinuities 
in conductivity. The shape is more accurate as compared to 
Tikhonov and Noser priors.   
 

3.3 Using Tikhonov Prior 
 

 
 

Fig -7: Gauss-Newton Solver using Tikhonov Prior 
 

The shape is more clearly seen as compared to back-
projection algorithm but not as accurately as Laplace and TV 
priors [26]. 
 

3.4 Using NOSER Prior 
 
In noise free case, helpful data has been recouped however 
in noisy case, no valuable remaking of conductivity has been 
accomplished. 
 

 
 

Fig -8: Gauss-Newton Solver using NOSER Prior 
 

3.5 Total Variation Algorithm 

 
Fig -9: Image Reconstruction Using Total Variation 

 
The ability of reconstructing sharp changes leads to a better 
estimation of the boundaries and also to a better accuracy in 
the estimated values. 
 

3.6 Dynamic Regularization 
 

 
 

Fig -10: Image Reconstruction Using Dynamic 
Regularization 
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In Fig. 10, we can see that the obtained image is better and 
clear as input image. Here, I take 400 number of iterations 
and 0.1 is a regularization factor. 

 
4. CONCLUSIONS 
 
 EIT based image reconstruction methods are a very useful & 
good alternative of different traditional & radiating, 
expensive techniques. The accuracy of this project work or 
EIT imaging is depended on the hardware, the used 
electrodes, medium, conductivity distribution & 
experimental test setup and on another side; the algorithm 
plays half role of the actual development.  
 
In this project work, MATLAB-EIDORS platform is used for 
comparison of different image reconstruction algorithms, as 
the location of the dropped object, in this case, it's triangle 
nearby the centroid of the test object, guessed by back 
projection methods & its gives nearby visual object, so the 
actual impurity difficult to observe, to overcome the asteroid 
traceback, we are using different approaches; Gauss-Newton 
approach is better than the previous one but as comparison 
with different priors total variation gives good triangle shape 
and size of the actual created object. At the end of work, a 
dynamic regularization filter gives a clearer view of the 
reconstructed image. 
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