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Abstract - Opinion mining also be known as sentimental 
analysis, which has induced great focus recently due to many 
applications want to know the social sentiment of their 
brands, products. Mining opinion targets and opinion words 
from online reviews square measure vital tasks for efficient 
opinion mining, the key component of this process involves 
detection of Opinion Relation among words. To extract opinion 
targets and opinion words and identifying the relations 
between them as an alignment process partially-supervised 
word alignment model (PSWAM) is used. Then, a graph-based 
algorithm is used to estimate each candidate's confidence and 
the candidates with higher confidence will be extracted as the 
opinion targets or opinion words. This model captures opinion 
relations more precisely, especially for long span relations as 
compared to previous methods based on the nearest-neighbor 
rules. When dealing with informal online texts, the word 
alignment model effectively solves the problem of parsing 
errors.  Because of the usage of partial supervision, the 
proposed model obtained a better result as compared to the 
unsupervised alignment model. To decrease the probability of 
error generation, the graph-based co-ranking algorithm is 
used when estimating candidate confidence. Sentiment 
analysis is used to get positive, negative reviews. The 
manufactures can get feedback from product reviews to 
improve the quality of their products in a timely fashion. Our 
experimental results using reviews of products sold online 
shows the effectiveness of techniques. 
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1. INTRODUCTION 

With the rapid expansion of e-commerce, more and more 
products are sold on the Web and more and more peoples 
are buying products on the Web. In order to fulfill customer 
satisfaction and their shopping experiences, it has become a 
common practice for an online seller to enable their 
customers to review or to express opinions on the products 
that they buy. Peoples are happy to buy products online, 
with the increasing trend of online shopping, an increasing 
number of people are writing reviews. As a result, the 
number of reviews that a product receives grows rapidly as 
selling increases. Some popular products can get hundreds of 
reviews at popular sites. It makes it very hard for a potential 
customer to read them to help him or her to make a decision 
on whether to buy the product. Sentiment analysis is 

contextual mining of text which identifies and extracts 
subjective information in the source material and helping a 
business to understand the social sentiment of their brand, 
product or service while monitoring online conversations. 

Mining opinion targets and opinion words from online 
reviews is the most challenging and vital task for fine-
grained opinion mining, the key part of that involves the 
detection of opinion relations among words. The proposed 
approach is an efficient approach for Co-Extracting Opinion 
Targets in Online Reviews Based on partially Supervised 
Word-Alignment Model. Opinion mining is a technique that 
is used to detect and extract subjective information in text 
documents. In general, sentiment analysis tries to determine 
the sentiment of a writer about some aspect and also the 
overall contextual polarity of a document. The sentiment 
may be his or her judgment, mood or evaluation People’s 
opinions and experiences are very valuable information in 
the decision-making process. 

Mining opinion targets and opinion words from online 
reviews is the most challenging and vital task for fine-
grained opinion mining, the key part of that involves the 
detection of opinion relations among words. The proposed 
approach is an efficient approach for Co-Extracting Opinion 
Targets in Online Reviews Based on partially Supervised 
Word-Alignment Model. In general, sentiment analysis tries 
to determine the sentiment of a writer about some aspect 
and also the overall contextual polarity of a document. The 
sentiment may be his or her judgment, mood or evaluation 
People’s opinions and experiences are very valuable 
information in the decision-making process. 

Sentimental analysis is based on sentiment polarity 
detection. Sentiment polarity classification can be studied at 
document, sentence or feature level. Document-level polarity 
classification attempts to classify the general sentiments into 
reviews, while sentence level sentence-level polarity 
classification tries to determine the sentiment for each 
sentence The purpose of syntactic analysis is to determine 
the structure and nature of the input text. This structure may 
consist of a hierarchy of phrases, the smallest of which are 
the basic symbols and the largest of which is the sentence. In 
previous methods, the most adapted technique was a 
nearest-neighbor rule and syntactic patterns. The nearest 
neighbor rules align the nearest adjective/verb to a 
noun/noun phrase in a limited window as its modifier. 
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Clearly, this strategy cannot obtain effective and precise 
results because there exist long and different opinion 
expressions. Then several heuristic syntactic patterns were 
designed. However, online reviews generally have informal 
writing styles that include grammatical errors, typographical 
errors, and punctuation errors. This makes the existing 
parsing tools prone to generating errors, which are usually 
trained on formal formats of texts such as news reports. The 
standard WAM is trained in a completely unsupervised 
manner which leads to producing unsatisfactory alignment 
of words in a sentence. It is not able to give the result 
precisely. And completely supervised WAM is impossible to 
implement practically. 

An opinion target is word or object occurred in a sentence 
about which customer expresses their opinion, it can be the 
noun or noun phrase. The opinion words are the words 
occurred in a sentence that is used to describe an opinion 
target in a sentence, it can be an adjective or a verb. In 
opinion mining extracting opinion words and targets are two 
fundamental tasks these subtasks are also known as product 
feature extraction. Product feature extraction can provide 
the essential information for obtaining fine-grained analysis 
on customer review. Thus, it has obtained lots of attention. 
For Example, 

“This phone has a big and clear screen.” 

In the above example, “big” and “clear” are usually used to 
describe “screen”, so that there are opinion relations 
between them. If we know that “clear” is opinion word then 
“screen” is supposed to be an opinion target in this domain. 
Further, Opinion Target “screen” is used to find out that “big” 
is most likely an opinion word. The extraction is performed 
alternatively between opinion words and targets until there 
is no item left to extract. Then, a constrained EM algorithm 
based on hill-climbing is used to determine all the 
alignments in the provided sentence. A random walk based 
co-ranking algorithm is performed to calculate the candidate 
confidence. Then, Candidates with higher confidence are 
extracted as opinion targets or words. Stanford POS tagger is 
used in natural language processing. And at the same time, 
we performed a sentimental analysis. Reviews in the 
selected category are divided into Positive, Negative. 

2. RELATED WORK 

The process of extracting opinion target and opinion word is 
not new tasks in opinion mining but the user wants to know 
about the opinion about the product so that the user can 
decide it is feasible or not buy it. There are significant efforts 
focused on all these tasks. 

Kang Liu, Liheng Xu, and Jun Zhao [1] have proposed the 
complex partially supervised word alignment model called 
the “IBM-3 model”. To obtain the optimal alignments in 
sentences, an EM-based algorithm is adopted to train the 

model as it is partially supervised. In this proposed system, 
to calculate confidence possible opinion targets and opinion 
words a random walk based algorithm was used. This model 
has a good ability to detect opinion relations between words, 
which leads to more effective opinion word and opinion 
target extraction than previous methods. The focus is mainly 
on finding opinion words and opinion targets and detecting 
the relations among them. 

L.Zang, B.Liu, S.H.Lim, and E.O’Brien-Strain [2] have 
proposed the method that uses a ranking algorithm which is 
based on the web page called HITS. The experiments on 
diverse real-time datasets were performed. In this method, 
the feature ranking and feature extraction are the two 
fundamental tasks that are introduced to deal with the 
problems of extracting the opinion reviews. In this case 
feature ranking is applied to each extracted feature 
candidate. The feature importance is determined by two 
factors – feature relevance and feature frequency. The HIT 
algorithm is specially used for finding feature importance 
and rank them high. 

Fangato Li, Chao Han, et al. [3] have proposed the method 
that is based on feature-based summarization of reviews. 
They introduced a new machine learning framework which 
is based on conditional random fields. This is the new 
method for co-extracting the sentiments and also topic 
lexicons. The algorithm such as Relational Adaptive 
bootstrapping (RAP) is used to expand the seeds in the 
target domain in the corpus.  The twofold effective 
framework was seen that is topic-lexicon co-extraction and 
sentimental analysis. The framework can employ an effective 
rich feature and also extract object feature, Positive opinion 
and Negative opinion. 

Ana-Maria Popescu and O. Etzioni [4] has developed the 
model that identifies the corresponding customer opinion to 
determine their sentiment polarity. The relaxation labeling 
technique is proposed, it mainly focuses on the extraction of 
features and identifying the customer opinions about the 
extracted feature and then it is used for deciding the 
sentiment polarity. Here, OPINE is introduced which is an 
unsupervised information extraction system. The purpose of 
OPINE is to mine and build a model of important features of 
products, evaluation by reviewers and relative quality across 
the product. The explicit features are required to parse the 
customer reviews information.  

Minqing Hu and Bing Lu [5], aim for mining and 
summarizing all the reviews given by the customer. The 
customer reviews are collected, mined and feature based 
summary is provided. The main focus is on mining the large 
dataset of customer reviews and collecting the features of 
the products. This mining and summarizing the review is 
based on the reviews of the user as a negative review 
opinion or positive review opinion.  The main concern is 
with the Positive and the negative review orientation of the 
review written by the customer, which is based on the 
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adjective word or seed used by the customer to define that 
product. Here the part-of-speech Tagging technique is used 
to align the words. The huge number of customer reviews 
dataset provided.  

Robert C. Moore [6] has demonstrated the descriptive 
approach for training of simple word alignment model. The 
framework designed to train Bilingual word alignment. This 
model is more accurate than those complex generative 
models normally used. Here, the IBM, HMM and Log-
Likelihood-Based Model are used. The measurement of 
associations between words accomplished by this model. In 
this case, the LLR score is measured for a pair of words, the 
LLR score is high when there is a strong positive association 
between words. These models have the benefits that they are 
able to add features easily and they allow fast optimization 
of model parameters using small amounts of data.  

B. Wang and H. Wang [7] used the method to measure the 
association between product features and opinion words. By 
using the context-dependence property the product feature 
and opinion relation were identified. The association feature 
is further used as the measure of system mutual information. 
Both product features and opinion words are combined 
together. In this approach, opinion words have a close 
relationship with product features, the association among 
them is measured by a revised formula of mutual 
information. Here, the nouns, noun phrases are considered 
as features which are generally product features. The 
product feature is mostly considered as opinion target. 

G.Qiu, L.Bing, J.Bu and C.Chen [8] proposed the novel 
propagation based method. This method is used as a solution 
for the target extraction and the opinion lexicon expansion at 
the same time. They are also better in performance and work 
efficiently as compared to the state-of-art method. Here, no 
additional resources are required. The initial steps of the 
opinion lexicon are used to find opinion relation between 
opinion target and opinion word. The system extracts the 
opinion words from the previous iteration seeds of the 
opinion words and then uses these words to target it 
through the identification process of syntactic relations. 
Here the relation between the opinion words and target 
words are used for the relation identification process. 

3. METHODOLOGY 

Fig -1: Name of the figure 

The “Fig. 1" defines the process flow of the system. It extracts 
the possible opinion targets and possible opinion words 

from the input sequence. The system requires the input as 
any review statement or any dataset. 

It also identifies the relation between them. After that 
estimate the confidences of each candidate. Extract the 
candidate among them which have higher confidence. 

3.1 The POS Tagger 

The Stanford POS tagger is applied to find out the types of 
words in the sentence. The classifier classifies the words in 
the provided sentence. The abbreviations are used to define 
a word, for example, for “Noun” it used NN. The accuracy of 
the POS tagger is 90%. If a sentence contains the ambiguity 
in any form, the POS tagger is not able to identify that so that 
it can't resolve. 

3.2 PSWAM 

Opinion relation identification is defined as a word 
alignment process. To carry out monolingual word 
alignment, the word-based alignment model is used. 
Replicated every sentence to achieve a   parallel corpus. 

Replicated every sentence to achieve a   parallel corpus.  The 
constrained Hill-Climbing algorithm used to find the 
alignments in the sentence. The constraint applied are as 
follows: 
I. Noun/ Noun phrases (adjectives/ verbs) must 

aligned with Adjective/ Verbs (Noun/ Noun 
phrases) or NULL words. Alignment with the null 
word specifies that it has no modifier or it modifies 
nothing.  

II. Other unrelated words such as preposition, adverbs 
and conjunction, symbols, must be aligned to 
themselves. 

The partial alignment links are remarked as constraints for 
the trained alignment model. The partial alignment links    
the optimal alignment A is written as: 

(1). . 

3.3 Sentimental Analysis 

To perform sentimental analysis of the selected dataset, we 
have used the “words of bag” method, for the purpose we 
have the bag of words dataset that contains around 400 
words. The adjectives/verbs present in the input are 
compared with the “words of bag”. If an adjective is positive 
oriented means found in the positive list of words then it will 
be considered as the positive opinion word and opinion 
target. If an adjective is negatively oriented means found in 
the negative list of words then it will be considered as the 
negative opinion word and opinion target. Our contribution 
is to generate positive, negative feedback. 
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From the alignment results of PSWAM, we get the set of 
word pairs, each of which consists of the noun/ noun 
phrase and its corresponding modifier that is adjective/ 
verbs. Next, the task is to find out alignment probabilities 
between potential opinion word wo and potential opinion 
target wt are calculated using: 

(2). P (wt|wo) =Count (wt,wo) /Count (wo). 

Next, Opinion association is calculated by using formulas: 

(3). OA (wt, wo) = (α  P (wt | wo) + (1 − α) * 
 P (wo  | wt))−1  

Here, α is the harmonic factor used to combine these two 
alignment probabilities, previously the value of α is set to 
0.5. Our contribution is to reduce this value to 0.4 to 
improve the result. Next step is to calculate the confidence 
of each candidate, it is done by: 

(4).  , 
(5).  , 

Where,   is the Confidence of opinion target candidate 
and  is the Confidence of opinion word candidate, in the 

k+1 iteration. Also,  is confidence of opinion target 
candidate and  is Confidence of opinion word candidate, in 
the k iteration. Mto is the Opinion Association between 

candidates. The candidate with higher confidence is collected as 

the opinion target and opinion word. 

4. EXPERIMENTAL RESULTS 

4.1 Dataset 

We have selected the four datasets of customer review with 
different size and different products as shown in below table. 

Table-1: Dataset 

 

 

 
Chart-1: Experimental comparison among different Opinion Target Extraction technique. 

                     
Chart-2: Experimental comparison among different Opinion Word Extraction Technique. 
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In “Chart-1” and “Chart-2”, the Red Line shows the results of 
the Existing System implemented by Liu et. al [1]. The green 
line shows the results of the implementation of the existing 
system and the line with blue color shows the improvement 
in the result of the proposed system. The performance of 
different techniques are compared.  Table 2 and Table 3 
show the resultant values of opinion target and opinion of 
word extraction. The greater value of Precision, Recall and F-
score indicate that the proposed system extracts the opinion 
target and opinion words efficiently. Where P denotes the 
Precision, R denotes Recall and F denotes F-score. The 
datasets of the Hotel, Car and Restaurant are used to 

compare the performance of the existing and proposed 
system.  This proves the effectiveness of the proposed 
system. 

Table 3 shows the Number of reviews and the total number 
of positive reviews and negative reviews according to their 
categories and the “Chart-3” shows the graphical 
representation of the segregations of Positive negative 
Reviews. To perform sentimental analysis, Word of bag used, 
but this system does not give efficient results if the possible 
opinion word is not present in the “words of bag”. 

Table-2: Opinion Target Extraction 

Opinion Target Extraction 

PSWAM Hotel Car Restaurant 

P R F P R F P R F 

Liu et. al 0.78 0.83 0.8 0.86 0.85 0.85 0.75 0.72 0.73 

Our 

Implementation 

0.775 0.822 0.791 0.854 0.843 0.846 0.745 0.713 0.72 

Minor Change 0.79 0.84 0.81 0.865 0.853 0.86 0.76 0.729 0.737 

 

Table-3: Opinion Word Extraction 

 
 
 
 
 
 
 
 
 
 
  

Table-4: Number of Positive, Negative Opinion with their Category 

 

 

Opinion Word Extraction 

PSWAM Hotel Car Restaurant 

P R F P R F P R F 

Liu et. al 0.64 0.72 0.68 0.79 0.77 0.78 0.82 0.76 0.79 

Our 

Implementation 

0.63 0.695 0.665 0.775 0.75 0.77 0.805 0.746 0.782 

Minor Change 0.665 0.728 0.69 0.81 0.773 0.792 0.829 0.768 0.805 
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Chart -3: Segregation of Positive and Negative Review. 

5. CONCLUSION 

In this paper, we described work on the mining opinion 
words by using a partially supervised word alignment 
model. The purpose is extracting opinion words and opinion 
target and detecting opinion relations between them by 
using a partially supervised word alignment model. The 
dynamic contribution is focused on sentiment analysis on 
customer review and categorize them as Positive reviews, 
Negative reviews and   Detecting association between 
opinion targets and opinion words. Here, the model gives the 
positive, negative opinion about the product so that 
customer can decide whether to purchase a product or not 
and the manufacturer gets idea bout to increase the quality 
of the product in a timely manner. Sentiment Polarity 
detection can accurately produce the result of extraction 
than all the other state-of-art systems. The experimental 
results show that our approach improved the performances 
of the mining task.  
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