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Abstract - An The word Design Verification itself tells that 
this paper does not involve Designing of Memory Controller 
Core, for the verification one needs its Design Specification 
Sheet to understand the working of the design so that it can be 
simulated in the Advanced Verification tools. The RTL logic is 
written in Verilog and the aim is verify every aspect of the 
design and to generate regression test cases in the Test-bench  
to obtain 100% Functional Coverage using System Verilog 
(SV).  
To understand Verification methodology first step is to 
understand about UMC IP Core specification and its role   in as 
an intermediate Communication device which rest between 
memory & processor. MC commutes between the processor 
and memory accordingly as when the processor request for 
memory, each different type of memories connected at other 
end of MC has its own signals for communication which is 
taken care by the MC. Features of UMC includes SDRAM, 
SSRAM, FLASH, ROM and many other devices supported,8 Chip 
selects, each uniquely programmable, Flexible timing to 
accommodate a variety of memory devices,  Burst transfers 
and burst termination, Supports RMW cycles, Performance 
optimization by leaving active rows open, Default boot 
sequence support, Dynamic bus sizing for reading from Async. 
Devices, Byte parity Generation and Checking, Multi Master 
Memory bus support, Industry standard WISHBONE SoC host 
interface, Up to 8 * 64 Mbyte memory size, Supports Power 
down Mode, 
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1. INTRODUCTION  
 
The processor cannot really understand the type of memory 
connected to it and might not even generate the right signals 
need in order to fully communicate with different types of 
memory, thus there is a need for an intermediate device 
which seats between processor and the memories to handle 
such issues.  

For SOC having different types of memories like SDRAM, 
DRAM, SSRAM, FLASH etc.., it will require different types of 
memory controllers for each memory types. Which will add 
extra space on SOC. Universal memory controller design, 
improved by integration of the existing memory controller in 
addition of providing novel features. This make the low 
power consumption for the design. UMC controller design 
which is supporting SDRM, SSRAM and SYNC memories what 
we call as Universal Memory Controller. This UMC design is 

having some specific function like, it has 8 chip select line 
and it support different types of memory. Single memory 
controller which is supporting different memories, for this 
UMC design, verification is done by generating a test cases in 
system Verilog language.  

 

2. Universal Memory Controller 
 

F

 
Fig 1: Block diagram of UMC 

 
As can be seen in the above block diagram the processor 

communicates the UMC via wishbone interface and memories 
linked to the UMC are communicated respectively as per the 
signal required by the memories and the request generated 
via processor. Wish bone block is a place where we are 
verifying the UMC by checking read and write dada matching, 
if both read and write data matching then UMC is working 
properly and hence verification is done. 

Memory modules containing a different types of memory 
like SDRAM, SSRAM, and SYNC. These memories attached to 
the UMC through memory interface. All these memory 
designs are written in Verilog code, these Verilog codes are 
included in the top file of the system Verilog module. While 
verification system Verilog top modules are used. 

UMC is having its own architecture design with novel feature 
supporting. UMC is placed between WISHBONE and memory 
module. These blocks are interfaced by WISHBONE interface 
and memory interface to the UMC. 

Wishbone is used as a portable interface in semiconductor IP 
cores whose purpose is to make system re-usability faster to 
overcome the Design integration problems. It also improves 
the portability and reliability of the system and results in 
faster time-to-market for the customer. Wishbone is not itself 
an IP core but is used as a specification required for the 
creation of IP core. It was created for the ease of interconnect 
interface understanding as well as for writing codes in HDL 
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prospective for the designers. The Fig-2. Defines all the 
signals required for Wishbone interface. 

 

Fig-2. Wishbone Interface Signals. 

3. System Verilog Architecture 
 
The below show Fig-3 is for the System Verification 
Architecture as can be seen there are various blocks which 
are need to coding in the tool, but the question is why 
Verilog only can be used and why in what way does System 
Verilog have advantage over Verilog. DUT Block is the Device 
under test i.e. the top module for which coding is done by 
using Verilog. If all the remaining Blocks are coded via 
Verilog then we have to instantiate coding by defining 
module name for each block, module to module 
communication is very hectic thus we don’t prefer Verilog 
for coding of other blocks instead prefer System Verilog. The 
main reason is System Verilog includes OOPs concepts thus 
defining each blocks codes in a class format provides easy 
way of coding as compare to Verilog. 
 
The following Figure can be divided as two parts for master 
and slave configuration, the left hand side is for master and 
the right hand side is for the slave. Depending upon the no of 
slave and master the figure can be modified for different 
design aspects. 

 
Fig -3. System Verilog Architecture 

 
We can briefly define each block role independently as 
follows 
(i) Generator Block: Responsible for generating all the 
signals required for all scenarios example clock & reset 
signals etc. 
(ii) Driver/Bus function model (BFM): Routing Signals 
generated from the generator. 
(iii)Monitor: To check signals and has inputs from coverage 
& assertion blocks. 
(iv)Coverage Block: checking the given input to the DUT 
whether it’s complete or not. 
(v) Assertion Block: checking at the interface as per the 
protocol or not i.e. indicates violation of protocols. 
(vi) Reference:  kind of having desire results. 
(vii) Checker: Compare the outputs from the reference and 
DUT block. 
(viii)Scoreboard: Displays the result of Checker. 
 

4. Verification Steps 
 

(i) Features listing down. 

(ii) Scenario listing down. 

(iii) Test plan development. 

(iv) Functional Coverage Point  listing down. 

(v) Test-bench architecture definition. 

(vi) Test-bench component coding. 

(vii) Sanity test case development. 
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(viii) Sanity test case bring up. 

(ix) Other test cases. 

(x) Setting up regression. 

(xi) Running regression and debugging regression results. 

(xii) Generating coverage results. 

(xiii) Analyze coverage results. 

       (xiv) Closing functional Coverage. 

 

5. Different Memory Interface to UMC 
 
5.1 SDRAM Module 
 
Synchronous Dynamic Random Access Memory. SDRAM are 
faster than Asynchronous DRAM. In SDRAM whenever there 
is change in input side causes changes in the output side only 
when clock changes. SDRAM memory is divided into four 
banks, so read and write operations happens faster than 
other memories. 
Pin diagram of Memory Controller and SDRAM both blocks 
are interfaced by Memory interface shown in figure. 
 

 
Fig -4: Interface of SDRAM with Memory Controller 

 
The data from memory controller is written to the memory 
of SDRAM in one address location and from same address 
location data is read back to the Memory Controller. 
 
 
 
 
 
 
 

 
 

Fig -5: SDRAM Read and Write 
 
Whenever acknowledgement, cyclic and strobe pins goes 
high read and write operation will happens. When WB pin 
goes zero read operation will happen, when WB pin goes 
high wright happens. As the memory is synchronous the out 
will changes after the clock changes even there is change in 
input. 
 
5.2 SSRAM module 
 
Synchronous static random access memory. SSRAM is 
volatile memory it not requires the refresh cycle to store the 
data. As it is synchronous memory, In SDRAM whenever 
there is change in input side causes changes in the output 
side only when clock changes, output depends on clock. 
 

 
Fig -6: SSRAM Read cycle 
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Fig -7: SSRAM Write Cycle 

 
This is the expected wave forms for read and wright 
operations. MC_WE goes wright operation will happens. And 
when MC_OE pin goes low read operations will happen. 
 

 
Fig -8: SSRAM Read and Write 

 
5.3 Sync 
 
• Synchronous chip select device, it also clock dependent. All 
SSRAM parameters in respect to the clock and are not 
configurable 
• MC supports standard Sync Burst, Pipelined SSRAMs with 
double cycle deselect. Synchronous CS devices are 
synchronous to memory controller’s clock. 
 

 
Fig -9: Synchronous Chip Select Device Read Cycle 

 
Fig -10: Synchronous Chip Select Device Write Cycle 

 
This is the expected wave forms for read and wright 
operation. MC_WE goes wright operation will happens. And 
when MC_OE pin goes low read operations will happen. 
 

 
Fig -11: Synchronous Chip Select Device Read and Write 

 

6. CONCLUSION 
 
Memory is the main part of any processer, there are different 
types of memory present on SOC. To controller the different 
types of memory instead of using different types of memory 
controller for each memory, only one memory controller is 
used called Universal Memory Controller. In this project, the 
verification is done for the Memory controller which is 
supporting different types of Synchronous memories, along 
with many feathers supporting compared to old Memory 
Controllers. Waveform showing the results of writing data to 
the Memory Controller and reading it back from memory 
through the WISHBONE is same. The data which is given the 
same data is reading back hence Universal Memory 
Controller is working. 
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