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Abstract - Chronic kidney disease (CKD) is one of the 

common reasons for death around the world nowadays. The 

term “chronic kidney disease” means lasting damage to the 

kidneys that can get worse over time. If the damage is very 

bad, then kidney may stop working. This is called kidney 

failure, or end-stage renal disease (ESRD).The prediction of 

CKD is one of the most important and challenging issues in 

healthcare analytics. In this paper we employ some data 

mining techniques for predicting the chronic kidney disease 

using clinical data. We use two data mining techniques as 

support vector machine (SVM),K-nearest 

neighbor(KNN).The performance of the above models are 

compared with each other to in order to select the best 

classifier among them to predicting the CKD for given 

dataset.  
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1.  INTRODUCTION  
 

Amount of data in the medical field is 

increases day by day. It is really challengeable task to 

handle this large amount of data and extract them to 

get productive information for effective decision 

making. That’s why medical industry come up with 

new solution  as applying data mining techniques 

which will provide fruitful decision from vast 

database. This data mining technique is useful to 

solve a various real world problems. However, health 

care industry is one of  the field providing largest 

amount of data collected using different clinical 

reports and patient history’s. 

 The goal  is to develop an application that can 

predict whether a person would be diagnosed with 

chronic kidney disease or not in future by given some 

health parameters of the person. This involved 

collecting large datasets of medical records 

pertaining to various individuals who were 

diagnosed with CKD or not having. These all dataset 

available in machine learning UCI laboratory. With 

this dataset Machine learning was trained and tested, 

that could predict the probability of a person could 

likely to be having a CKD or not regarding some 

current parameters of health. 

2. LITERATURE REVIEWS 
 

Researchers have conducted numerous 

studies related to CKD using different data mining 

techniques in recent years. Chronic kidney disease 

has become a global health issue and it’s an area of 

concern. It’s a condition where kidney’s become 

damaged and cannot filter toxic wastes in the body. 

Our work predominantly focuses on predicting life 

threatening disease like chronic kidney disease 

(CKD) using classification algorithm as Support 

Vector Machine and K-Nearest Neighbor (KNN). 

  Data mining approaches have become 

essential for healthcare industry in making decisions 

based on the analysis of the massive clinical data. 

Data mining is the process of extracting hidden 

information from massive dataset. Techniques like 

classification, clustering, regression and association 

have been used by in medical field to detect and 

predict disease progression and to make decision 

regarding patient’s treatment. Classification is 

supervised learning approaches that assign objects in 

a collection to target classes. It is the process which 

classifies the objects or data into groups, the 

members of which have one or more characteristic in 

common. The techniques of classification are SVM, 

decision tree, Naive Bayes, ANN etc. Clustering 
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involves grouping of objects of similar kinds together 

in a group or cluster. Some of its techniques include 

K-means,Kmedoids, agglomerative, divisive, DBSCAN 

etc. Association states the probability of occurrence 

of items in a set. 

S.N Author  Year disease techniques 

1 Vijayarani 

S 

2015 kidney SVM & 

ANN 

2 Ravindra 

B  

2014 kidney K-means 

3 Laxmi kr 2016 kidney DT & ANN 

4 Chiu K R 2012 kidney KNN 

5 Ahmed S 2014 kidney Fuzzy logic 

Table 2.1 Various data mining technique for CKD     

detection 

Table 2.1 describes about various data mining 

techniques used for investigating kidney diseases. 

 

Fig 2.2 Data mining techniques for detecting the    

diseases 

Figure 2.2 shows a potential use of data mining 

techniques like clustering, classification which 

includes DT, Naive Bayes, Neural Network, SVM, KNN 

etc. 

 

Fig 2.1 Classification technique for detecting the 

kidney disease 

 It has been observed that classification 

algorithms have widely been used for identifying and 

investigating kidney disease. Figure 2.1 shows that 

many research work has been conducted using 

SVM,KNN,NB and ANN.The performance of SVM has 

also been compared with KNN algorithm. 

Now we will reviews about classification 

techniques and the prediction of kidney disease. The 

SVM (Support Vector Machine) it’s an classification 

technique used to predicting the CKD. The main 

objective of this research work is to find the best 

classification algorithm on the basis of classification 

accuracy and minimum execution time performance 

factors. 

The SVM concept works on the principle that 

using the hyperplane the data points are classified 

that maximize the separation between data points 

and the hyperplane which is constructed using 

support vectors. 

  

Fig 2.3 SVM classification 

Fig 2.3 shows classification of SVM , Support Vector 

Machine (SVM) is a supervised learning classification 

model which makes analysis of data for 
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classification.SVM which includes use of various 

machine learning techniques applied on irregular as 

well as unbalanced kidney dataset, such as support 

vector machine classification and feature selection 

methods. 

 SVM algorithms use a set of mathematical 

functions that are defined as the kernel. The function 

of kernel is to take data as input and transform it into 

the required form.  

 

Fig 2.4 KNN classifier 

   K-NN, abbreviated as K-nearest neighbor is a 

classification algorithm which is subset of supervised 

learning.Performed metabolic investigation in 

patients with nephrolithiasis. For knowledge 

extraction in the form of decision rules, various data 

mining techniques such as clustering and 

classification were employed. The results find out 

morbidity risk and disease recurrence risk. In the 

research, it was found that SVM performed as the 

better classifier as compare to KNN.        

3. METHODOLOGY 
 

 Data Mining is one of the most significant 

stages of the Knowledge Data Discovery process. The 

process involves data collection from various sources 

with preprocessing of the chosen data. The data is 

then transformed into suitable format for further 

processing. Data mining technique is applied on the 

data to extract valuable information and evaluation is 

done at the end. 

 Fig 2.3 shows work flow of the CKD predictor 

as described below. 

Data collection is the process of gathering and 

measuring data, information or any variables of 

interest in a standardized and established manner 

that enables the collector to answer or test 

hypothesis and evaluate outcomes of the particular 

collection. 

Data preprocessing is a data mining technique that 

involves transforming raw data into an 

understandable format. Real-world data is often 

incomplete, inconsistent, and/or lacking in certain 

behaviors or trends, and is likely to contain many 

errors. Data preprocessing is a proven method of 

resolving such issues. 

 

Fig 3.1 Flow chart showing CKD 

A. Data Set: The clinical data of 400 records 

considered for analysis has been taken from UCI 

Machine Learning Repository. The data obtained 

after cleaning and removing missing values is 220. 

The data has been implemented using Rapid Miner 

tool. There are 25 attributes in the dataset.  The 

numerical attributes include age, blood pressure, 

blood glucose random, blood urea, serum creatinine, 

sodium, potassium, hemoglobin, packaged cell 

volume, WBC count, RBC count. The nominal 
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attributes include specific gravity, albumin, sugar, 

RBC, pus cell, pus cell clumps, bacteria, hypertension, 

diabetes mellitus, coronary artery disease, appetite, 

pedal edema, anemia and class.  

Number of Instances: 400   

Number of Attributes: 25  

Class: {CKD, NOTCKD}  

Missing Attribute Values: yes   

Class Distribution: [63% for CKD] and  

[37% for NOTCKD]. 

B.    Proposed System  

 The working of the architecture is as follows: 

The dataset for CKD patients have been collected and 

fed into the classifier named SVM and KNN. The 

prediction of CKD will be executed with the help of a 

IDE known as Pycharm. In this paper, the dataset is 

collected from UCI machine learning repository, as 

the input for prediction. The dataset consists of 

attributes and values. This tool will results the 

accuracy that  how many patients are having the 

chronic kidney disease with in a particular time. In 

order to improve the rate of prediction, comparison 

of the two classifiers is done based on evaluation 

parameters. The experimental result is retrieved, 

which shows the best classifier between the two. 

C. Evaluation parameters   Some of the data mining 

parameters are:  

i. Sensitivity It is also called True Positive Rate. It is 

used for measuring the percentage of unwell people 

from the dataset. Sensitivity = Number of true 

positives/Number of true positives + Number of false 

negatives. 

ii. Specificity It is also called True Negative Rate. It 

measures the percentage of healthy people that are 

exactly recognized from the dataset.            

Specificity = Number of true negatives/Number of 

true negatives + Number of false positives. 

 

Fig 3.2 Proposed approach 

iii. Precision and recall It is also called positive 

predictive value. It is defined as the average 

probability of relevant retrieval.                 

Precision = Number of true positives/Number of true 

positives + Falsepositives Recall  It is defined as the 

average probability of complete retrieval.                       

Recall= True positives/True positives + False 

negative. 

iv. Accuracy  is defined in terms of correctly classified 

instances divided by the total number of instances 

present in the dataset. Accuracy=Number of correctly 

classified samples/Total number of samples. 

v. Confusion Matrix  It displays the number of correct 

and incorrect predictions made by the model 

compared with the actual classifications in the test 

data. The matrix is represented in the form of n-by-n, 

where n is the number of classes. The accuracy of 

each classification algorithms can be calculated from 

that. 

D. Data mining classification techniques 

1. Support Vector Machines Support Vector Machines 

(SVM) is a powerful, state-of-the-art algorithm based 

on linear and nonlinear regression. Oracle Data 

Mining implements SVM for binary and multiclass 
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classification. The advantage of the SVM is that, by 

use of the so-called ‘‘kernel trick’’, the distance 

between a molecule and the hyper plane can be 

calculated in a transformed (nonlinear) feature 

space, lacking of the explicit transformation of the 

original descriptors. The radial basis function kernel 

(Gaussian kernel) which is the most commonly used 

was applied to this study.  

2. K-nearest neighbor Classification In pattern 

recognition, the K-Nearest Neighbor algorithm (K-

NN) is a non-parametric method used for 

classification and regression. In both cases, the input 

consists of the K closest training examples in the 

feature space.   

 K-NN is a type of instance-based learning. In 

KNN Classification, the output is a class membership. 

Classification is done by a majority vote of 

neighbours. If K = 1, then the class is single nearest 

neighbor. In a common weighting scheme, individual 

neighbour is assigned to a weight of 1/d if d is the 

distance to the neighbour.  

 The shortest distance between any two 

neighbours is always a straight line and the distance 

is known as Euclidean distance. The limitation of the 

K-NN algorithm is it’s sensitive to the local 

configuration of the data.  

 The steps involved in a K-NN algorithm: 

 

Fig 3.3 Work flow of KNN 

4. RESULT AND ANALYSIS  
 

This work is performed in Pycharm IDE, 

developed by Data mining classification technique as 

SVM and KNN. Pycharm allows matrix manipulations, 

plotting of functions and data, implementation of 

algorithms, creation of user interfaces, and 

interfacing with programs written in other languages 

like html, css. The experimental comparison of KNN 

and SVM are done based on the performance 

measures of classification accuracy and precision.  

Datasets and preprocessing The datasets are 

extracted from UCI Machine learning repository 

benchmarks. The UCI Machine Learning Repository is 

a collection of databases, domain theories, and data 

generators that are used by the machine learning 

community for the empirical analysis of machine 

learning algorithms. The archive was created as an 

ftp archive in 1987 by David Aha and fellow graduate 

students at UC Irvine. Since that time, it has been 

widely used by students, educators, and researchers 

all over the world as a primary source of machine 

learning data sets.  

The table below shows the experimental 

result analysis of SVM & KNN on CKD dataset: 

Name of 

classifier 

Evaluation parameters 

Accuracy Recall Precission 

SVM 90.09 1 0.5000 

KNN 83.32 0.7660 0.857 

       Table 4.1 Experimental result analysis of  SVM          

  and KNN dataset  

5. CONCLUSIONS 
 

As we have already seen the applications of 

data mining and machine learning in medical sector. 

In this paper, a new decision support system is 

implemented for prediction of CKD. Although the 

classifiers worked efficiently in prediction of other 

diseases also. In this paper, Chronic Kidney Disease is 

predicted using two different classifiers and 
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comparative  study of their performance is done. 

From the analysis we found that, out of two 

classifiers SVM and KNN, SVM classifier performed 

better than the KNN. The rate of prediction of CKD is 

improved. 
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