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Abstract – Text Error detection is one of the important task  
of detecting errors in sentences.   The existing methods to 
grammatical error correction involve rule-based and classifier 
approaches which are detecting only some type of errors in a 
sentence. A sentence may contain different types of errors and 
to detect the error is a difficult task. This paper describes a 
survey on text error detection using deep learning. This survey 
provides a brief introduction to the field and a quick of deep 
learning architectures and methods and existing text detection 
methods. 
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1. INTRODUCTION  

Error detection of text, which has wide application value, is 
an important research areaof natural language processing. 
Natural language processing (NLP) is a branch of machine 
learning that helps computers understand, interpret and 
manipulate human language. Natural language processing 
includes many different methods for interpreting human 
language. The basic tasks of natural language processing are 
tokenization and parsing, lemmatization or stemming, part-
of-speech tagging, language detection and identification of 
semantic relationships. The field of natural language 
processing encompasses avariety of topics which involve the 
understanding of human languages. There are numerous 
complex deep learning based algorithms have been 
proposed to solve difficult NLP tasks. The major deep 
learning related models and methods applied to natural 
language tasks are convolutional neural networks (CNNs), 
recurrent neural networks (RNNs), and recursive neural 
networks.  

 Deep learning is also called feature learning or 
representation learning. Deep Learning is a set of machine 
learning algorithms which attempt to learn multiple-layered 
models of inputs, commonly neural networks. The main 
reasons to go deep is that a nonlinear function.  It can be 
more efficiently represented by deep architecture with fewer 
parameters. Deep learning is a machine learning technique 
that teaches computers to do what comes naturally to 
humans. n deep learning, a computer model learns to 
perform classification tasks directly from images, text, or 
sound. Deep learning models can achieve state-of-the-art 
accuracy, sometimes exceeding human-level performance. 
Models are trained by using a large set of labeled data and 

neural network architectures that contain many layers. The 
term “deep” in deep learning refers to the number of hidden 
layers in the neural network. Traditional neural networks 
only contain 1-3 hidden layers, while deep networks contain 
more than 2 hidden hidden layers. Deep learning models are 
trained by large sets of labeled data. The neural network 
architectures that learn features directly from the data 
without the need for feature extraction. Deep learning is 
form of machine learning. A machine learning workflow 
starts with features manually extracted from images. The 
features are used to create a model that categorizes. With a 
deep learning workflow, features are automatically extracted 
from images.  

2. DEEP LEARNING NETWORKS 

In this section, discussed  several deep learning networks 
such as Recursive Neural Network (RvNN), Recurrent Neural 
Network (RNN), Convolutional Neural Network(CNN), and 
deep generative models.  

2.1 Recursive Neural Network (RvNN) 

Recursive Neural Network[1] is one of the network of 
deep learning. It Uses a tree-like structure and preferred for 
Natural Language Processing. RvNN can classify the outputs 
as well as  make predictions in a hierarchical structure using 
compositional vectors. The approach was to take a recursive 
data structure of variable size and generate a fixed-width 
distributed representation. RvNN has been especially 
successful in Natural Language Processing. The Back 
propagation Through Structure (BTS) learning scheme was 
introduced to train the neural network model [2]. It follows 
an approach similar to the standard back propagation 
algorithm and is also support a tree-like structure. The 
network is trained by auto association to reproduce the 
pattern of the input layer at the output layer. 

2.2 Recurrent Neural Network(RNN) 

Recurrent Neural Network is a simple type of Deep Neural 
Network. Recurrent neural network[3] is apply for sequence 
of information and it is one of the important algorithm of 
deep learning. This property is needful for many important 
applications such that   finding word in a sentence, word 
embedding, text classification sentiment analysis and 
question and answering. RNN is mainly used for processing 
sequential information. The term recurrent state that it 
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perform same task at each instances. The recurrent neural 
network mainly three layers input layer , output layer and 
hidden layer. The input of the one node is the output of the 
previous node and the output of the one node is the input of 
the next node. The  input of the network is in the form of 
vector.  So it convert input into binary representation or 
machine languages. One hot encoded function is used for 
encoding. So the input of the network is encoded data. RNN 
have current time steps and which is depend on previous 
steps. At that time it make an update. So it need to back all the 
way to make updation. At that time may be many errors 
occurs due to the back propagation. RNN does not maintain 
the previous node. So it very complicated task to solve this 
problem because gradient of the loss function. And also called 
he vanishing gradient problem. To overcome this problem    
Long Short Term Memory(LSTM). 

  LSTM[4] is one of the funny neural network model 
which is based on recurrent neural network. The LSTM have 
an extra piece information than recurrent neural network 
which is called memory cell. It contain a piece of information 
of each node  stored at each block of memory. Each memory 
block contain input gate, output gate and forget gate. The 
input gate controls the input activation. The output gate 
controls the cell activation. 

2.3 Convolutional Neural Network(CNN) 

Convolutional Neural Network[5] is one of the most 
important Deep learning algorithm. It can be used in many 
applications such as Natural Language Processing[6], Speech 
Recognition[7] and Computer Vision[8]. CNN has mainly 
three advantages. They are parameter sharing, sparse 
interactions, and equivalent representations. In 
Convolutional neural network contains convolutional layers 
and followed by subsampling layers and in the last stage, fully 
connected layers are used. CNN are commonly used in image 
and video processing. CNNs are capable of learning features 
and it may be present in different regions of the input data. 

3. CONCLUSIONS 

Deep Learning is one of the important new and hot topic of 
machine learning. It defined as deeply connected neural 
networks. Deep learning is mainly used to performing 
nonlinear processing and also processing multiple level of 
data representations. Deep learning has difficulty in 
modeling multiple complex data. Deep learning needs  
datasets for training the machine and predicting the unseen 
data. The existing deep learning implementations are 
supervised algorithms, 

while machine learning is gradually shifting to unsupervised 
and semi supervised learning to handle real  data with  
human labels. 
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