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Abstract - Machine learning is turning into a preferred and 
vital approach within the field medical analysis. The 
relative performance of various machine learning methods 
such as Logistic Regression, Support Vector Machine, 
Random Forests and Naïve Bayes, for predicting diabetes 
complications has made the life easier by decreasing early 
mortality rate of patient suffering from diabetes for longer 
duration. This may help health insurance company to 
improve health by providing health service. Type 2 diabetes 
is the most common form of the disease with complications 
such as heart, kidney, vision, foot conditions. This study 
aimed at predicting some important complications of Type 
2 diabetes such as heart disease and nephropathy in order 
to provide useful information for patients. Different 
variables such as age, glucose in blood, Blood pressure, 
Hba1c, smoking habit, year of infection were selected for 
each complication. The results indicate that which 
algorithm is suitable to predict complications more 
accurately. The study findings can be useful to develop 
information systems in the field of health as a decision 
support system for physicians and help patient to take 
insurance plan.  Companies perform underwriting method 
to form choices on applications and to cost policies 
consequently. 
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1. INTRODUCTION  

     Machine Learning is the most advanced technique used 
today for pattern and decision rule extraction from a 
particular dataset. Despite being a branch of Artificial 
Intelligence, at its core, Machine Learning depends on 
statistical techniques. This has opened a new horizon for 
data modelling, data representation, data reasoning and 
data learning for contemporary computational science. 
Machine Learning algorithms are being used in various 
prediction models such as weather prediction, sports 
result prediction, stock market prediction and to some 
extent medical condition prediction. However, use of 
Machine Learning for passive health condition prediction 
is still rare. Diabetes Mellitus is one such example of 
health condition. 

Diabetes is often called a modern-society disease because 
widespread lack of regular exercise and rising obesity 
rates are some of the main contributing factors for it. 
Problems related to diabetes are many and quite costly. 

Diabetes is a very serious disease that, if not treated 
properly and on time, can lead to very serious 
complications, including death. 
 
Long-term complications of diabetes develop gradually. 
The longer you have got diabetes and therefore less the 
controlled your blood sugar the upper the chance of 
complications. Eventually, diabetes related complications 
could also be disabling or even life-challenging. With 
increasing incidence of diabetes, the economic burden of 
diabetes, given its chronic nature, severe complications, 
and need for long-term care, has become an important 
public health issue. In Type 2 diabetes, genetic factors, 
obesity and lack of physical activity have an important 
role in infection.  
The complications of diabetes fall into two categories, i.e. 
acute and chronic. The present study focuses on the 
chronic complications which are also divided into two 
categories, including microvascular and macrovascular. 
The microvascular and macrovascular complications of 
diabetes mellitus account for most of the morbidity and 
mortality associated with the disease. While poor 
glycemic control and long duration of illness seem to be 
the most important risk factors for these complications, 
evidence suggests that ethnic variability in the 
susceptibility to the complications might also exist. 
Microvascular complications are diabetic retinopathy, 
nephropathy, neuropathy and macrovascular 
complications are coronary artery disease, peripheral 
arterial disease and stroke. In particular, the management 
of microvascular and macrovascular complications 
accounts for a large portion of costs during diabetic care. 
According to the structure and content of the data set, the 
following complications are examined. 
 
 Heart disease: cardiovascular diseases are three 

times more common in diabetic patients than non-
diabetics.[3]  

 Nephropathy: a complication for both types of 
diabetes, i.e. insulin-dependent and non-insulin 
dependent. Raised albumin excretion rate is often 
the first laboratory manifestation of nephropathy. 
Diabetic nephropathy is a late complication of the 
disease whose symptoms appear years after the 
onset of diabetes.[5]. Along with higher Bp, HBA1C, 
Age and infection year if a person is having a 
GRE below 60 may have kidney disease and GFR of 
15 or lower may have kidney failure. 
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 A eGFR is a number based on your blood test for 
creatinine, a waste product in your blood. It tells how well 
your kidneys are working. 

2. BACKGROUND AND MOTIVATION  

2.1 Background 

Significant advances in biotechnology and more 
specifically high-throughput sequencing result 
incessantly in an easy and inexpensive data production, 
thereby ushering the science of applied biology into the 
area of big data [1,2].  

To date beside high performance sequencing methods, 
there is a plethora of digital machines and sensors from 
various research fields generating data, including super 
resolution digital microscopy, mass spectrometry, 
Magnetic Resonance Imagery (MRI), etc.  Although these 
technologies turn out a wealth of information, they do not 
provide any kind of analysis, interpretation or extraction 
of knowledge.  To this end, the area of Biological Data 
Mining or otherwise Knowledge Discovery in Biological 
Data, is more than ever necessary and important.  In such 
a hybrid field, one of the most important research 
applications is prognosis and diagnosis related to human-
threatening and/or life quality reducing diseases.  One 
such disease is Diabetes mellitus (DM).  

Machine Learning (ML) is expected to bring significant 
changes to the field of technology. Machine learning is 
definitely a subfield of AI and software engineering that 
enables software package to be a lot of correct in 
predicting results. The prime objective of machine 
learning technology is to make algorithms that may get 
input data and leverage statistical analysis to predict an 
appropriate output. 

2.2 Motivation 

According to IDF Atlas published in 2017, there are 
around 424.9 million Diabetes patients around the world 
aged from 20-79 years, of whom 95% suffer from Type 2 
Diabetes Mellitus (T2DM). It is predicted that the number 
will increase to 628.6 million by 2045. Several Machine 
Learning based models exist that deal with Diabetes 
Mellitus. However, most of these systems only predict the 
probability of a person having Diabetes in the near future. 
Diabetes Mellitus can induce other complications like 
Nephropathy, Cardiovascular disease, Retinopathy and 
Diabetic Foot disease. In 2017 alone, 4 million people died 
all around the world due to diabetic related 
complications, mostly because they were not monitored 
closely and warned beforehand. There is a scope to 
introduce a complete system that can correctly predict 
onset of complications caused by T2DM using Machine 
Learning techniques, which can save thousands, if not 

millions, of lives around the world. This influenced the 
research work done in this paper. 

Migrant Asian Indian populations have a higher 
prevalence of diabetic nephropathy than native 
populations of the concerned countries [10]–[11]. 
Similarly, in a cohort study conducted among patients 
with diabetes mellitus in the Netherlands, individuals of 
Asian Indian ancestry had 3.9 higher odds of developing 
albuminuria, and a 1.45 times higher rate of reduction in 
glomerular filtration rate than individuals of European 
ancestry [11]. Not with standing these lower prevalence 
rates, the numbers of individuals reaching end-stage renal 
disease as a result of diabetic nephropathy is likely to 
substantially increase in the near future, on account of the 
sheer number of people with diabetes mellitus in India. 
That few of these individuals will be able to afford chronic 
dialysis or kidney replacement, the only two effective 
modalities of treatment for end-stage renal disease, is of 
great concern [12]. 

The presence of T2DM seems to confer a 3–4 times higher 
risk of cardiovascular disease to Asian Indian individuals 
than to their white counterparts, even after adjusting for 
sex, age, smoking status, hyper tension and obesity [17]. 
Possible explanations include the atherogenic milieu 
promoted by high levels of insulin resistance and the high 
prevalence of ‘atherogenic dyslipidaemia’ characterized 
by high levels of triglycerides and small dense LDL 
cholesterol, and low levels of HDL cholesterol [18]. In the 
Chennai Urban Population Study, a population-based 
study conducted in two residential colonies in Chennai, in 
South India, CAD had a prevalence of 21.4% among 
individuals with T2DM, compared with 9.1% among those 
with normal glucose tolerance and 14.9% among those 
with impaired glucose tolerance [19]. 

3. METHODOLOGY 

 This was an experimental study that was collected by 
several features including age, gender, blood pressure, 
and so forth. The goal is, predicting the implications of 
Type 2 diabetes such as heart disease, retinopathy, 
neuropathy, and nephropathy. Seasonable prediction has 
been done to inform the patient about the future of their 
disease through timely prediction of the complications. 
The study aimed at classifying patients with Type 2 
diabetes and finds a model between experimental signs of 
patients, family history and their daily routine with the 
complications observed in patients with diabetes. 
Identifying these factors can help control the disease. 

3.1 Data 
 

Data used in the study is collected doctor’s clinic. The data 
contains the patient who is diagnosed with type 2 
diabetes.  Patients' records contained age, BP, blood 
glucose, HBa1c, bmi, smoking habit, eGFR, infection year, 
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family history. And treatment process as well as observed 
complications. The final data set included 268 records 
(268 patients) and 10 particular features. There are two 
types of dependent and independent variables based on 
independent variables dependent variables changes. Data 
set is divided into train and test data in which 70% 0f 
data is used to train algorithm and 30% of data is used to 
test algorithm. 

 
3.2 Classification 

 
We used different regression and classification algorithm 
to predict the complications due to long term diabetes. 
Jupiter notebook is used to implement different algorithm 
in which different library is used for coding. Four 
algorithms (logistic regression, Support vector machine, 
Random forest and Naïve byes) is used to predict 
complication due to diabetes.  

Logistic Regression is a supervised learning algorithm 
that trains the model by taking input variables(x) and a 
target variable(y). In Logistic Regression the output or 
target variable is a categorical variable, unlike Linear 
Regression, and is thus a binary classification algorithm 
that categorizes a data point to one of the classes of the 
data [20]. The general equation of Logistic Regression is:   

                          

Where, p(X) is the dependent variable, X is the 
independent variable, β0 is the intercept and β1 is the 
slope co-efficient. 

Support Vector Machines, SVM, is a supervised learning 
model with associated learning algorithms that analyze 
data used for classification, regression analysis and 
outlier detection [21, 22]. It is a non-probabilistic binary 
linear classifier, but can be manipulated in a way that it 
can perform non-linear and probabilistic classification as 
well, making it a versatile algorithm. An SVM model is a 
representation of the instances as points in space mapped 
so that they can be categorized and divided by a clear gap. 
New instances are then mapped into the same space and 
predicted in which category it might be in based on which 
side of the gap they fall in. The main advantage of SVM is 
the fact that it is effective in high dimensional spaces. 
Additionally, it is also memory efficient since it uses a 
subset of training points in the decision function. 

Random Forest is a versatile, easy to use machine learning 
algorithm that produces, even without hyper-parameter 
tuning, a great result most of the time. It is additionally, 
one among the foremost used algorithms, because it’s 
simplicity and the fact that it can be used for both 
classification and regression tasks. To say it in easy words: 
Random forest builds multiple decision trees and merges 

them along to get a lot more correct and stable prediction. 
Random Forest is used to increase the performance by 
avoiding overfitting and bias through aggregation of several 
trees. 

Naïve Bayes is a supervised learning algorithm that 
depends on Bayes theorem for classification. Bayes 
theorem uses conditional probability which in turn uses 
prior knowledge to calculate the probability, that a future 
event will take place. The formula for Bayes Theorem is:  

 

Here, P(H|E) is the posterior probability, the probability 
that a hypothesis (H) is true given some evidence (E). 
P(H) is the prior probability, i.e., the probability of the 
hypothesis being true. P(E) is the probability of the 
evidence, irrespective of the hypothesis. P(E|H) is the 
probability of the evidence when hypothesis is true. Naïve 
Bayes algorithm is used for binary and multiclass 
classification and can also be trained on a small dataset 
which is a huge advantage.  

4. RELATED WORK 

The performances of different algorithms are evaluated in 
order to predicate the complications to find the best 
model and algorithm. To evaluate various algorithms, 
Python 3+, Anaconda and Jupyter notebook is employed.  

Step 1 Data preparation: To start any project of data 
mining the most tedious task is acquiring and preparing 
data set. Here we used clinical data. We will perform 
machine learning algorithm to predict the complications 
due to diabetes. 

Step 2 Data exploration: When encountered with a data 
set, first we should analyse and “get to know” the data set. 
This step is important to familiarise with the dataset, to 
achieve some understanding regarding the potential 
features and to check if data cleaning is required. 

Step 3 Data Cleaning: Next phase of the machine learning 
work flow is the data cleaning. Considered to be one of the 
crucial steps of the work flow, because it can make or 
break the model.  

There are several factors to consider in the data cleaning 
process. 

 Duplicate or irrelevant observations. 

 Bad labelling of data, same category occurring 
multiple times. 

 Missing or null data points. 
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 Unexpected outliers. 

Since we are using a standard data set, we can safely 
assume that above factors are already dealt with. 
Unexpected outliers either useful or potentially harmful. 

Step 4 Feature Engineering: Feature engineering is the 
process of transforming the gathered data into features 
that better represent the problem that we are trying to 
solve to the model, to improve its performance and 
accuracy. In the data set we have the following features. 

Age, BP, Blood glucose, HBA1C, Insulin, Smoking habit, 
eGFR, Infection year, family history. 

Step 5 Model Validation: In many studies, two validation 
methods are used, namely hold-out method and k-fold 
cross validation method, to evaluate the capability of the 
model. According to the goal of every drawback and 
therefore the size of dataset, we can choose different 
methods to solve the problem. In hold-out technique, the 
dataset is divided two parts, training set and test set. The 
dataset is employed to train the machine learning 
algorithm is training set and the dataset employed to 
judge the model is test set. The training set is different 
from test set. In this study, we used this method to verity 
the universal applicability of the methods. In k-fold cross 
validation technique, the whole dataset is used to train 
and test the classifier. First, the dataset is average divided 
into k sections, that known as folds. In training method, 
the method uses the k-1 folds to training the model and 
onefold is used to test. This method will be repeated k 
times, and each fold has the chance to be the test set. The 
final result is the average of all the tests performance of 
all folds. Though it is more accurate but much slower than 
train/test split. 

The performances of different algorithms are evaluated in 
order to predicate the complications to find the best 
model and algorithm. The main criteria for comparison 
are: accuracy, Precision, Recall, F1 score, False positive, 
True Positive, AUC, Sensitivity, Specificity. 

           

           

                                      

 

ROC or Receiver Operating Characteristics is a graphical 
plot of sensitivity against (1Specificity) or in other words, 
a comparison of true positive rate (TPR) and false 
positive rate (FPR). It is used to visualize a classifier’s 
performance at different thresholds to determine the best 
threshold point for the classifier. 

Table 1 RESULTS OF PRETICTING HEART DISEASE. 

 

 

Roc of Heart disease 

a. Logistic regression    

 Logistic 
Regression 

SVM Random 
Forest 

Naïve 
Bayes 

Accuracy 0.86 0.85 0.9 0.84 

Precision 0.86 0.85 0.9 0.84 
Recall 0.86 0.85 0.9 0.84 

F1 Score 0.86 0.85 0.9 0.84 

False 
Positive 

6 7 5 6 

True 
Positive 

37 36 38 37 

AUC 0.91 0.94 0.94 0.93 
Sensitivity 0.87 0.83 0.92 0.81 
Specificity 0.86 0.84 0.93 0.86 
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b Support Vector machine 

 

c. Random Forest 

 

d. Naïve Bayes 

Figure 1: ROC of (a) logistic regression, (b) SVM, 

(c) Random Forest and (d) Naïve Bayes        

 

 

             Table 2 RESULTS OF PREDICTING NEPHROPATHY 

 Logistic 
Regression 

SVM Random 
Forest 

Naïve 
Bayes 

Accuracy 0.91 0.91 0.92 0.9 

Precision 0.91 0.92 0.93 0.9 

Recall 0.91 0.91 0.93 0.9 

F1 Score 0.91 0.91 0.93 0.9 

False Positive 2 0 1 4 

True Positive 47 49 42 45 

AUC 0.97 0.96 0.98 0.93 

Sensitivity 0.84 0.84 0.97 0.78 

Specificity 1 1 0.98 0.92 

 
ROC of Nephropathy 

 

e. Logistic regression 

 

f.  Support Vector machine 
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g.   Random Forest 

 

h. Naïve Bayes 

Figure 2: ROC of (e)Logistic regression, (f)SVM, 
(g)Random Forest, (h)Naïve Bayes. 

 All criteria are between 0 and 1. The results are 
summarized in Tables 1 and 2. As shown in Table 1, it 
could be said that the Random Forest algorithm has 
highest accuracy among all algorithms 90% also AUC of 
Random forest is 94% which highest among all so, for 
predicting heart disease Random forest is best algorithm. 
Table 2, also shows Random forest has highest accuracy 
92 % and AUC 98%. So Random Forest is best algorithm 
to predict Nephropathy. Therefore, we can conclude from 
our dataset and prediction table that Random Forest is 
best algorithm to predict Heart and Kidney disease. 

5. CONCLUSIONS 

In this study, systematic effort was made to identify and 
review machine learning data mining approaches applied 
on DM research. DM is rapidly emerging as one of the 
greatest global health challenges of 21st century. The 
study aimed at exploring the best classification 
algorithms and attempting to create a dataset in order to 
reduce errors. The complications significantly aggravated 
expenditures on T2DM. Specific types of complications 
and also the presence of multiple complications are 

related with very higher expenditures. Proper 
management and the prevention of related complications 
are urgently needed to reduce the growing economic 
burden of diabetes. Buying health insurance plan for 
diabetes and its complications is the key to winning the 
battle against diabetes. A diabetes health insurance plan 
covers the cost of doctor’s appointment, expenses 
towards diabetic tests, medicine costs, hospitalizations 
bill are also covered under health insurance. In this study 
the best algorithms are chosen for the detection of 
diabetic complications such as heart disease, and 
nephropathy.  This will help the patient and also insurer 
to choose best insurance plan according to their 
complications. Insurers are using machine learning to 
enhance operational potency, from claims registration to 
claims settlement. Many carriers have already started to 
automate their claims processes, thereby enhancing the 
customer experience while reducing the claims 
settlement time. Machine learning and predictive models 
may also equip insurers with a much better 
understanding of claims prices. These insights will 
facilitate a carrier save a lot of bucks in claim prices 
through proactive management, fast settlement, targeted 
investigations and better case management. Insurers may 
also be a lot of assured regarding what proportion 
funding they assign to claim reserves. 
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