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Abstract - Artificial Neural Network (ANN) and Deep Learning has brought a massive twist in the field of Machine Leaning, in 
recent times. The advancements in Deep Learning is mainly due to the new state-of-art innovations in the field of Computer 
Vision (CV). Convolutional Neural Network (CNN) is at the center of spectacular advances in Deep Learning that mixes 
Artificial Neural Network (ANN) and recent Deep Learning strategies. It is well known that Convolutional Neural Networks 
(CNN) have been the source of many major breakthroughs in the field of Deep Learning where it powers major advances in of 
Computer Vision (CV), where self-driving cars, robotics, drones, security, medical diagnoses, and treatments for the visually 
impaired are some of its applications. Convolutional Neural Networks (CNN) are widely used in pattern recognition, speech 
recognition, face recognition, sentence classification, text categorization, document analysis, scene and handwritten digit 
recognition. In this paper, a CNN model is built to recognize the handwritten digits with various hidden layers and epochs. 
Using Tensorflow, which is Google’s open source machine learning and deep learning framework, the model is conveniently 
and flexibly built. The experiment is done using Modified National Institute of Standards and Technology (MNIST) dataset.  
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1. INTRODUCTION: 

In the recent years, Deep Learning has become somewhat a buzzword in the tech community. Generally, Deep 
Learning is a model which takes an input X and uses it to predict an output Y. Deep Learning algorithm uses Neural 
Network to find the association between a set of inputs and outputs. Neural Networks is one of the most popular algorithm 
at present which outperform other algorithms in accuracy and speed. Recent advancements in the field of Deep Learning 
has made computer vision application leap forward: from unlocking mobile phone with our face to safer self-driving cars.  

Deep Learning’s fundamental example is Convolutional Neural Network (CNN), which is a sophisticated model 
that pushes the evolution of Artificial Intelligence (AI) by offering systems that simulate different types of biological 
human brain activity. Convolutional Neural Network (CNN) is the most widely used Machine Learning algorithm for image 
classification and it is the architecture behind computer vision applications. 

Convolutional Neural Network (CNN) is a go-to model on every image related problems. The main advantage of 
Convolutional Neural Network (CNN) compared to its predecessors is that it automatically detects the important features 
from the inputs without any human supervision. It is successfully applied to recommender systems, natural language 
processing and more. Convolutional Neural Network (CNN) is a very powerful and an efficient model which performs 
automatic feature extraction process to achieve superhuman accuracy. 

 

Fig 1: Relationship between AI, Machine Learning and Deep Learning. 
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 Tensorflow is an open-source framework for Machine Learning. It is a software library for numerical computation. 
It is a product by Google Brain Team in Google’s Machine Intelligence research organization for conducting research in the 
field of Machine Learning and Deep Neural Network. Tensorflow, which is a product of Google has proven to be a scalable, 
clean, flexible and efficient library. Tensorflow operations are arranged in a graph known as Computational Graph. A cloud 
service that was launched by Google is used to run Tensorflow Graphs. The Computational Graph can be broken into 
chunks and can run on any CPUs and GPUs parallelly. It is known as parallel computation. Tensorflow provides several 
optimization nodes to search for parameters that minimizes the cost function.  

The proposed model gives an accuracy of about 98% with a very low error rate of 0.2% which is a good rate and 
the predictions are done. The existing systems have a separate preprocessing step but in a Convolutional Neural Network 
(CNN) model for Recognition of Handwritten Characters based on Deep Learning don’t have a separate preprocessing step 
because during preprocessing some features might get affected and lost.  

Convolutional Neural Network (CNN) for Handwritten Character recognition is not like other model where the 
features are selected and extracted. Here, the model automatically draws the features from the input images which is 
called feature map. Then the spatial dimensions are reduced that gives the model a faster computing power for training 
the data. Finally, the hidden layers gives out some value which is changed to a range of values using activation function to 
exactly classify the classes.  

2. RELATED WORKS: 

 A comparative study on the various algorithms for digits classification with their respective accuracies [1]. The 
feature selection method used for handwritten digits classification consist of various algorithms (i.e., linear, non-linear, 
ensemble and deep learning). The experimental results proved that 60% of the training time was reduced by using the 
subset of the complete set of features [2]. 

An Android Application was developed for recognizing handwritten characters using Neural Network technique. 
Random datasets were used for conducting the experiments. It uses structural features and k-nearest neighbor classifier to 
classify the characters [3].  

The recognition and implementation of handwritten characters in Chinese language uses a Deep Learning model 
where the dataset is divided into four sub-sets with different classification iterations. The dataset has 260 different 
people’s handwritten characters [4]. 

A Multiple-Cell Size (MCS) approach was proposed to utilize the Histogram of Oriented Gradient (HOG) feature 
with Support Vector Machine (SVM) for handwritten digits classification [5]. A combined approach of feature selection and 
machine learning technique was used to find the handwritten characters where preprocessing was done for the input 
images. Feature extraction, feature selection and classification are the techniques used in the paper [6].  

Handwritten recognition is very complicated because of miscellaneous human handwriting, different size and 
shape of letters, angle. Using feature extraction technique a sliding window is shifted over the image from left to right 
which identifies the important characters of the image [7]. The Deep Neural Network based Convolutional Neural Network 
model is analyzed using MNIST dataset which achieves an accuracy rate of 99% at sigmoid activation function with cross-
entropy error function [8]. 

3. DATASET: 

 Recognition of Handwritten Characters uses MNIST dataset, known as Modified National Institute of Standards 
and Technology database which is a large database of handwritten digits. These handwritten digits are in image format 
which is fed into the system as inputs. The inputs are used as training and testing data in the field of machine learning. 
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Fig 2: MNIST dataset image 28x28 pixel 

The MNIST database contains 70,000 images which has been separated into training and testing dataset where 
60,000 images are used for training models and 10,000 images are used for testing the model. The MNIST dataset contains 
256 different people’s handwritten digits from different parts of the world. 

 

Fig 3: Histogram of Numbers in Training Data with Frequency. 

4. PROPOSED METHODOLOGY: 

 In Deep Learning the word ‘deep’ refers to the number of hidden layers in the Neural Network. Recognition of 
Handwritten Characters based on Deep Learning technique i.e., Convolutional Neural Network (CNN) uses seven hidden 
layers. It consist of the three main phases- Convolution, Pooling and Fully-Connected Layer. 

4.1 Convolution: 

 Convolutional layer is the main building block of the Convolutional Neural Network (CNN) model. Convolutional 
layer does the Filtering process to the input images which creates a feature map. The image is taken from the MNIST 
dataset and is sent to the first layer that is the Convolutional Layer. In Deep Learning model there is no separate 
preprocessing step for the input images from the dataset. The image is filtered using a convolutional filter and then is sent 
to the next layer for pooling. 
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4.2 Pooling: 

Pooling layer reduces the spatial dimension of the image that enables to reduce the number of parameters which 
both shortens the training time and combats overfitting. There are two main pooling layers known as max-pooling and 
min pooling. The max-pooling takes the maximum values from the selected region and the min-pooling takes the minimum 
values from the selected region. Some of the main advantages of reducing the spatial dimensions are: 

 The computational performance increases when the spatial information decreases. 
 When the spatial information decreases simultaneously the parameters that is used to train the model gets decreased, 

thus it reduces the chance of overfitting.  

4.3 Fully-Connected Layer: 

The output layer in a Convolutional Neural Network (CNN) is the Fully-Connected layer where the inputs from 
the other layer is flattened and is sent to transform the output into number of classes in the Neural Network. The 
activation function used in this model is Rectified Linear Unit (ReLu). The activation function squashes the values into a 
range of value. Softmax is the last layer that predicts one of the 10 classes. 

 

Fig 4: The flow of CNN Classifier. 

5. Training and Testing: 

 Training and testing process is done and the accuracies of training and testing is displayed below with a reduced 
error rate of 0.03%. Out of 70,000 datasets, 60,000 datasets are used for training the model and 10,000 datasets are used 
for testing. For optimization, Adam optimizer is used instead of the classical stochastic gradient descent procedure. 
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Fig 5: Training accuracy and Optimization. 

6. Results and Discussion: 

 Convolutional Neural Network (CNN) is a very basic and fundamental deep learning technique. The accuracies of 
the previous algorithms are less as compared to the Convlutional Neural Network (CNN) model. The training accuracy 
reaches to a level of 98% and loss rate of 0.03%. The model gives a good prediction rate. The model has certain issues too, 
that leads to misclassification. One fact for such misclassication is that the images dataset are not centered. 

7. Conclusion: 

 Recognition of Handwritten Characters based on Deep Learning with Tensorflow gives the most accurate 
classification and prediction values which can be taken for further research. The training time taken by the Convolutional 
Neural Network (CNN) model is very less as compared with any other model. The error rate or the rate of misclassified 
characters are also less compared with the previous models. Convolutional Neural Network (CNN) is not a lot different 
from other machine learning models but it tries to find patterns in the dataset. In future, further improvement can be made 
in the hidden layers to avoid misclassification and more data can be used for training. 
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