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Abstract - Frequency of bearing failure is high in any
machinery as compared to its other components and hence
they are often responsible for the machine breakdown. Defect
in bearing may not be seen at an earlier stage by naked eyes.
Increase in defect size may lead to catastrophic failure of
bearing. This results in decrease in productivity and increases
down time of a machine. This paper aims to do
experimentation and analysis of healthy and faulty bearings.
The methodology mainly consists of a time domain and
frequency domain analysis. The time domain and frequency
domain analysis is carried out using fast Fourier transform.
The softwares used are labview and Matlab. The results from
LabView were used to train the Artificial Neural Network in
Matlab to form an automated system for condition
monitoring.
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1. INTRODUCTION

The purpose of bearings is to reduce the friction and support
loads. Most engineering applications such as electric motors,
bicycles, roller skates from complex mechanisms of
engineering such as power transmissions, gyroscopes,
rolling mills and aircraft gas turbines use these bearings,
which enable rotary motion of the shaft. In industry,
breakdown of such crucial components causes heavy losses.

While rotors are responsible for only 10%, bearings are
responsible for about 50% of all faults i.e. frequency of
bearing failure is high in any machinery as compared to its
other components and hence they are often responsible for
the machine breakdown(fig.-1).

The presence of bearing faults such as spalling, peeling,
galling, or failure of the bearings due to misalignment, shaft
slope, surface roughness, high extent of waviness and
inclusions etc. causes a sudden failure of the system. Bearing
failures result in serious problems, mainly in places where
machines rotate at constant and high speed. In order to
prevent any catastrophic consequences caused by bearing
failure, bearing condition monitoring techniques have been
developed to identify the existence of flaws in running
bearings. Vibration analysis is the most commonly accepted
technique due to its ease of application.

Health of rolling element bearings can be easily identified
using vibration monitoring because vibration signature
reveals important information about the fault development
within them. Numbers of vibration analysis techniques are
being used to diagnose rolling element bearings faults such
as wear debris analysis, motor current analysis, noise
monitoring, temperature monitoring, vibration monitoring
etc.
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Fig. -1: Piechart depicting faults in components
2. Literature Review

S. V. Shelke A. G.Thakur Y.S.Pathare. Based on the studies
carried out on vibration monitoring of bearings, it can be
concluded that Fast Fourier Transformation spectrum
indicates the location of the fault.[1] Additional findings-
Additionally, RMS, Skewness, Variance, Mean, Standard
Deviation, few of the statistical parameters are evaluated for
above conditions of bearing. From the plots of extracted
features against Load, it is clear that these features have
potential to identify the defects in the bearing as the plots of
healthy bearing and defective bearing are not overlapped.

Madhavendra Saxenaa, Olvin Oliver Bannettb, Vivek Sharmaa.
The faulty bearing vibration data as compared with the
healthy bearing. awt and power spectral density (psd) proved
to be an effective tool for brief classification of fault.[2]
Additional findings- The bearing fault detection

and its prognosis plays a vital role in saving money as well as
production losses in very critical applications like wind
turbine; oil refineries etc. From this paper we have seen three
methods of bearing fault analysis and its prognostics.
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Sukhjeet Singh, Amit Kumar, Navin Kumar. The bearing faults
outside the induction motor can be detected by monitoring
the magnitudes of the current harmonics at | fs +or- ff |. This
fact is strengthened by comparing the analysis of these
frequencies using acoustic and wavelet signatures.[3]
Additional findings- A continuous increase of sidebands
around the running speed also gives an indication of the
faulty bearing, because it has been ensured in the system that
no electrical fault exists in the system except the bearing fault
outside the induction motor.

Qiuhua Dy, Shunian Yang. The time waveform indicated the
severity of vibration in defective bearings.Frequency
spectrum helps in identifying the exact nature of the defectin
bearing.[4] Additional findings- In this study, the bearing
with defects in outer race, inner race and rolling element
defect has been studied and frequency spectrum and time
domain graphs are obtained and drawn for various speeds.
Bo Li, Gregory Goddu, Mo-Yuen Chow. A method of using
neural networks to interpret vibration signals of electric
motors in order to detect bearing faults were presented.
Using the frequency spectrum of the vibration signal to train
an artificial neural network, the authors were able to achieve
excellent results with minimal data[5]. Additional findings -
The neural networks are capable of high detection accuracy
of bearing defects using frequency spectrum signals. By
additionally incorporating the time domain signal, specifically
the presence of peak amplitudes, the severity of the defect
should be ascertainable. Eventually, this hybrid frequency
and time-domain approach should give further insight into
the presence and severity of motor bearing faults.

3. Methodology

| Setting up the bearing test rig.

!

Acquiring raw vibrational signal using of
accelerometer sensor (adxI335)

NI DAQ 6009 Data

acquisition card

| |

Frequency domain
analysis

Time domain
analysis

4 4

Artificial Neural Network FFT(Fast fourier
(Matlab) transform)

Fig -2: Methodology
4. Theoretical Background

Frequency domain, or spectral analysis, is the most popular
approach for the diagnosis of bearing faults. Frequency-
domain techniques convert time-domain vibration signals

into discrete frequency components using a fast Fourier
transform (Fast Fourier Transformation).

Simply stated, Fast Fourier Transformation mathematically
converts time-domain vibration signals trace into a series of
discrete frequency components. The main advantage of
frequency-domain analysis over time-domain analysis is that
it has the ability to easily detect the certain frequency
components of interest. The detailed knowledge of bearing
characteristics frequencies required to identify the location of
defects in rolling element bearing. Power spectrum is used to
identify the location of rolling element defects by relating the
characteristic defect frequencies to the major frequency
components which can be found in the spectrum.

™
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Fig -3: Fast Fourier Transform (FFT)

Each bearing element has a fundamental defect frequency
that depends on the bearing geometrical parameter. The
product of multipliers with the shaft rotational speed gives
the defect frequency of bearing running at given shaft speed
by identifying the type of the bearing characteristics
frequency, the cause of the defect can be determined. The
bearing frequency multipliers equations provide a theoretical
value of the frequency whenever the bearing element fault
takes place.

BPFI = ‘%Z [1 +(%§)coscos|3 ]

]

BPFO= ¥ [1 —(—E)coscos i ]

?

~

BSF = %[1 - (%;)cosc‘os p ]H

Where,
Dp = Pitch dia; De = Ball dia; @ = contact angle;

z = No. of balls; w = shaft speed.
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Table -1: Characteristics frequency factor

Bearing characteristics frequency Factor
Ball pass frequency of inner race (BPFI) 5.43
Ball pass frequency of outer race (BPFO) 3.57

Rolling element defect frequency (2 x BSF) 3.02

5. Experimental Setup

The bearing test rig is designed and used to identify the
defects on a deep groove ball bearing by vibration analysis
technique is shown in Figure 1. The test rig consists of a
circular shaft, having two deep groove ball bearings of 6206-
z2 series. An induction motor with variable speed drive is
coupled to drive the shaft. The shaft is coupled with a
coupling to minimize the effect of the high vibration
frequency generated by the 1/4HP motor. The motor is
connected to a variable speed control unit for achieving
variable speeds. The bearing test rig was operated at 900
rpm. For analyzing vibration signals from the test rig a
provision is made to mount the accelerometer on top of the
test bearing housing. The connection from accelerometer is
connected to NI Daq card, which is further connected to
Labview software in the device.

Fig -4: Experimental Setup

5.1 Labview Circuit

The circuit was designed in the software Labview which is
used for the diagnosis of signals from the sensor.
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Fig -5: Labview Circuit
5.2 Elements calculated

The data has been analysed for a For deep groove ball
bearing (6206-z2) at 900 rpm.

i Ball diameter = 9.53mm
il Pitch diameter = 46mm
iii. Contactangle =0
iv. Number of balls =9

Table -2: Statistical elements calculated

sSr. No | Statistical Indicator Formula | Remark
1 Root Mean Square B - It is  the normalized second
o1 (X0n) — u) statistical moment of the signal.
(RMS) N
2 Kurtosis ENoaxon) —? It is  the normalized fourth
N o statistical moment of the signal.
Provid of the impulsive
1l
3 Skewness EN_(x () — p)? c of symmectry, or
s a— more y. the lack
symmetry
4 Maximum max!Ti] Finds the highest point in a set of
les.
5 Minimum min[x] | F the lowest point in a set
v 1
6 Range max[x] — min[x] I he difference in maximum &
| m num point values.
7 Crest Factor peak viue Its ratio of peak level to RMS level.
RMs Value It indicates the presence of high
amplitude peaks caused by local
| damages.
8 Form Factor RMS Value Ratio of RMS value to mean value,
Mean Value the overall status
9 NMean SN L x () of all the amplitude of
ey sed points sampled.
11 Variance N _(x(n) — p)* | Indicates  the spread of
-~ amplitude of the W s from its
mex
Where x(n) = amplitude of the n™ digitized point in the time E number of points in
time domain and 4 — mean of the N points, o ~ standard deviation.
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6. Results and Discussions

The results are carried out on a healthy bearing 6206-z2,
The results were carried out using the Labview software.
The frequency values are carried out using NI daq 6009.

The following graphs shows the raw signal and their Fast
Fourier Transformation for 900 rpm:

voltage 0 g |

Waveform Graph

Fig -6: Waveform graph

frequency

= Voltage_0O (FFT - (Peak)) ERSE i

Fig -7: FFT graph

Figure 6 and 7 represents the raw signal and frequency
signal at 900rpm respectively.

In figure 7 we can see the highest or peak frequency.

Table -3: Fault frequencies at 900 rpm

Frequency | Fault Fault frequencies
(Hz) frequencies calculated
calculated experimentally at
theoretically at | 900 rpm (15 Hz)
900 rpm
(15 Hz)
BPFI 15 81.45 20
BPFO | 15 53.55 20
2xBSF | 15 453 20

The following table shows the theoretical and experimental
frequency at 900 rpm

Experimental test results clearly show the bearing is not
faulty as the peak frequency in the frequency spectrum is
below the characteristic fault frequencies.

7. Automation of System using Artificial Neural Network
Drawbacks of Fast Fourier Transformation

e [tishard to analyse data in time domain as the data
has very less observational differentiations.

e Observational classifications need a lot of expertise.

e The data obtained is not very ideal. It contains a lot
of noise. Also to pick up exact detail from the
spectrum which points towards the fault has alot of
scope of human errors.

To overcome the drawbacks of Fast Fourier Transformation,
an algorithm can be developed using an Artificial neural
network which predicts the outcome instantaneously based
upon the given training data and thus eliminates the need to
perform the above process repetitively. And thus providing
an accurate automated system.

7.1 Artificial Neural Network

Artificial neural networks are computational models which
work similar to the functioning of a human nervous system.
Artificial Neural Network, work on the principle of training
the software. Artificial Neural Network was applied using the
MATLAB Artificial Neural Network toolbox.

Learning Rule:

The Neural Network information is stored in the form of
weights and bias.

i. Weights- Amount of effect that a certain input has in
the output.

ii. Bias : A constant to shift the value obtained by
activation function

iii. Activation functions: mathematical equations that
determine the output of a neural network

Fig -8: Learning rule
7.2 Typical Workflow for Designing Neural Networks

Each neural network application is unique, but developing
the network typically follows these steps:

i. Access and prepare your data
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ii. Create the neural network
iii. Configure the network’s inputs and outputs

iv. Tune the network parameters (the weights and
biases) to optimize performance

V. Train the network
Vi. Validate the network’s results
vii. Integrate the network into a production system

7.3 Artificial Neural Network Data Analysis

We gave input data in the form of 11 different statistical
parameters (Rms (g), Standard deviation, variance, kurtosis,
skewness, maximum, minium, range ,arithmetic mean 1,
arithmetic mean 2, cf=max/rms)

Table -4: Target output

Type Target Output

Healthy 1

Faulty 0

1 [Time Amplitude Kurtosis  rms Standard Deviatic
2 | 3577058 0.460072 -1.26703 0784539
3 0022932 -3.54374 1594 3.461695
4 |0013528 37765
5 | 3956932 -1.37845
6
7
8

3492 010638 0.460072
2243 0721827 313642
0.130041098 0.016911 -0.0936 -3.45607 -3.7765 0320422
1284451894 1.649817 -0.39694 1.126039 -1.75627 2.882313
0721275073 0520238 0.1209% 1132375 -0.68596 1.818333
0795386528 0.63264 0283373 1031979 -1.00188 2033861
1313515425 1725323 1404881 1594283 -1.77954 3.373826
0.161066438 0,025 340209 377612 0374035
0.077370744 0005 326349 345182 0.188334
1630390728 2.658174 -0.55864 1063744 -2.47176 3.535503
0.087848544 0.007717 -0.69344 -3.20435 -3.43879 0.234437
1296430819 1680733 -1.46834 3.110566 -0.17019 3.280755
1156692361 1.337937 006674 31222 0.365524 2756676
095826849 0.918278 0878552 0.713382 -1.75627 2469657
1.055834224 1.114786 0351277 0713382 -1.75627 2469657
013609797 0.018523 0.06342 3.30709 -3.64916 0342071
0.681356696 0.464247 0.01286 1.525773 -0.13787 1.663645
0.611456831 0,373879 0.019984 1452092 -0.03452 1486614
1.767677425 3.124683 0517316 3.110566__-0.6361 3.746664

1.37845 1838523 0.43:
366943 0.533012 3.45

4 058642391
3036 -0.906035

1.65369 3.615312
270374 1.16796
126548 0678
0.86039 0.712847
530863 -0.40985 2.188371 1.30214
9 | 0006864 377612 099963 3.639604
10 | 003139 -3.36256 -1.08669 3.371349
11 | 4637687 -1.96568 -2.86901 1530386
12 | 0.033386 -3.33651 0.733064 3.308147
13 | 6.252529 2312041 2.229548 2.284592
14 | 4954668 0686841 -2.04491 1.991716
15 | 2047498 042436 0.522722 1136327
227888 1125634
1.30018 3.476594

3.613440298 .0.9559544
0.210420436 096410739
1089518 -0.68596
5.628253 0.405042

1.370638908 -0.9680062
0.464266819 0.69508205
3.307214044 -0.9686249
1.968444385 136154129
1.701935608 1.56759254
0.746066489 062779685
0612553843 0.63376061
3474462105 0.9512435

18 | 7.564479 0.199941 -1.79734 0.923386
19 | 4352714 0713382 -185202 0.888345
20 | 6250328 3.110566 -3.062841_1.896011

0.693717543 165236736
0.700038326 163460275
1.046475311 164058446

Fig -9: Sample Training Data (900 rpm)

Similarly around 150 datasets were used to train the
network.

7.4 Artificial Neural Network Data Analysis

4 077727 0394701

0.62858 1023282 .0: 1 0

Fig -10: Testing Data Set

4\ Custom Neural Network (view) — O X
Hidden Layer Output Layer
Input OQutput
1 1
10 1

Fig -11: Neural Network

7.5 Artificial Neural Network Training

4\ Neural Network Training.

Neural Network

Algorithms
Data Division: Random
Training

g Bayesian Regularization
Performance: Mean Squared Error
Calculations: MEX
Progress

Epoch

Time:

Performance:

Gradient:
Mu 000500 5.00e+03 |1
Effective & Param: 161 B2 o000 o
423 176 000

Sum Squared Param:
Plots
[ Performance
Training State
Error Histogram
Regression )
Fit

piot intervat: 1 epochs

+ Minimum gradient reached.

Fig -12: Network Training in Matlab
Number of inputs : 11
Number of layers: 10
Number of output: 1 (healthy or faulty)
The training algorithm used here is Bayesian Regularization.

For a given set of amplitudes, the known output was given to
the system for training.

7.6 Analysis

(i) Performance Graph -

<1 Neural Network Training Performance (plotperform), Epach 124, Minimum.. =} =
File Edit View Insert Tools Desktop Window Help |
, BestTraining Performance is 3.3626e-12 at epoch 124
107
Train
Test
Best
ey
7]
£
—
g o)
w
=
>
2
<
=
=3
w
=
<
@
=
10710 -
(o] 20 40 60 80 100 120
124 Epochs

Fig -13: Performance Graph
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Performance is measured in terms of mean squared error,
and shown in log scale. It rapidly decreased as the network
was trained.

(ii) Error Histogram -

4 Neural Network Training Error Histogram (ploterrhist), Epoch 124, Minimu... o x
File Edit View Insert Tools Desktop Window Help E
5 Error Histogram with 20 Bins
I Training

40 I Test

Zero Error

35
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Fig -14: Error Histogram

The error histogram shows how the error sizes are
distributed. Typically most errors are near zero, with very
few errors far from that.

(iii) Regression curve-

+| Neural Network Training Regression (plotregression), Epoch 124, . = b
File Edit View Insert Tools Desktop Window Help o

=] .. (1=}

< Training: R=1 < Test: R=1

] ) o 1 Y

b3 0y o ~

— [} Data o Q Data
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Fig -15: Regression Curve

The regression plot shows the actual network outputs
plotted in terms of the associated target values. If the
network has learned to fit the data well, the linear fit to this
output-target relationship should closely intersect the
bottom-left and top-right corners of the plot.

7.7 Artificial Neural Network Results

Table -5: Predicted Results by network network

Expected Result Predicted Result

1 1

1 1

1 1

0 2.6367e-05

0 4.8102e-05

0 1.7605e-05
& Data: Fault_Prediction - 5 X
Value

[17112.6367e-054.8102e-05 1.7605e-05]

@ OK  =Cancel

Fig -16: Fault Prediction
8. Results

Experimental setup was developed for condition monitoring
of healthy bearing. Data was collected using NI LabView and
NI DAQ cards. Data was processed to obtain statistical
features. Artificial Neural Network was trained with
statistical features of Time domain vibration signals. For
given sample data, the output was correctly predicted using
Artificial Neural Network.

The software was trained using the artificial neural network
of Matlab. 80% of data was used in training, 10% for
validation and 10% for testing. Regression plot shows high
accuracy, which provides the data is valid. The error
histogram also gives minor errors. The algorithm developed
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can be further improved and used to correctly predict if the
bearing is faulty or healthy.

Thus due to drawbacks of Fast Fourier Transformation, an
algorithm can be developed using an Artificial neural
network which predicts the outcome instantaneously based
upon the given training data and thus eliminates the need to
perform the above process repetitively. And thus providing
an accurate automated system.

9. Conclusion

The data has been analysed for a bearing (6206-z2) at no
load condition and 900 rpm. Different methods of data
analysis were used, including time domain analysis (in
Matlab), frequency domain analysis (in Matlab), Artificial
Neural Network (deep learning toolbox Matlab). Comparison
of fault frequencies for theoretical and experimental data
was done for healthy bearing. 11 elements of data are used
for the analysis. The elements are obtained directly through
labview. Analysis using a deep learning toolbox of matlab
have generated expected results validating the data. Both
Fast Fourier Transformation and Artificial Neural Network
can be used for analysing vibrational faults. But the Artificial
Neural Network being more statistically accurate, yielded
better results than Fast Fourier Transformation.
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