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Abstract - Diabetes is a disease which is affecting many 
people now-a-days. Diabetes is a chronic disease caused due to 
the expanded level of sugar addiction in the blood. Various 
automated information systems were outlined utilizing 
various classifiers for anticipate and diagnose the diabetes. 
Due to its continuously increasing rate, more and more 
families are unfair by diabetes mellitus. Most diabetics know 
little about their risk factor they face prior to diagnosis. Data 
mining approach helps to diagnose patient’s diseases. It has 
played an important role in diabetes research. It would be a 
valuable asset for diabetes researchers because it can unearth 
hidden knowledge from a huge amount of diabetes-related 
data. The primary target of this examination is to assemble 
Intelligent Diabetes Disease Prediction System that gives 
analysis of diabetes malady utilizing diabetes patient's 
database. Clustering is the process of partitioning the data or 
objects into the same class and data in one class is more 
similar to each other than to those in other cluster. In this 
research we present the comparison of different clustering 
techniques using Waikato Environment for Knowledge 
Analysis or in short (WEKA) by using diabetes data set. The 
algorithm or methods tested are DBSCAN, filtered Cluster and 
K-MEANS clustering algorithms. This research present a 
comparative analysis for various clustering techniques on 
diabetes dataset. 
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1. INTRODUCTION  
 
Data Mining is used to invent knowledge out of data and 
exhibiting it in a condition that is easily understandable to 
humans. It is a process to inspect large amounts of data 
collected. Information technology plays a vital role for 
implementing the Data mining techniques in various sectors 
like banking, education, etc. [1].In the field of medical 
domain data mining can be effectively used for the 
prediction of diseases by using various data mining 
techniques. There are two predominant goals of data mining 
tend to be prediction and description. Prediction involves 
some variables or fields in the data set to predict unknown 
or future values of other variables of interest [2]. Description 
focuses on finding the patterns detailing the data that can be 
interpreted by humans. Basic conception of growth and 
characteristics affecting diabetes from external sources is 
very much essential before constructing predictive models. 

The idea is to predict the diabetes and to find the factors 
responsible for diabetes using data mining methods [3].Data 
mining techniques can be used for early prediction of the 
disease with greater quality in order to save the human life 
and it will also reduce the treatment cost. 
 
Diabetes is due to either the pancreas not producing enough 
insulin or the cells of the body not responding properly to 
the insulin produced. There are three main types of diabetes 
mellitus:  

Type 1 DM results from the pancreas's failure to produce 
enough insulin. This type was previously referred to as 
"insulin-dependent diabetes mellitus" (IDDM) or "juvenile 
diabetes". The cause is unknown. The type-1 diabetes is 
affected by the young people and below 20 years of age [4]. 
In type 1 the pancreatic cells will get affected and fail to 
function. Because of nil secretion of insulin, the type-1 
diabetic people suffer throughout their life and depend on 
insulin injection. The type1 diabetic patients should 
regularly follow exercises and healthy diet as suggested by 
dietitians [5].  

Type 2 DM begins with insulin resistance, a condition in 
which cells fail to respond to insulin properly. As the disease 
progresses a lack of insulin may also develop. This type was 
previously referred to as "non-insulin-dependent diabetes 
mellitus" (NIDDM) or "adult-onset diabetes". The most 
common cause is excessive body weight and not enough 
exercise [6].  

• Gestational diabetes is the third main form and occurs when 
pregnant women without a previous history of diabetes 
develop high blood sugar levels [7]. According to recent 
study of diabetes, it is found that around 18% of pregnant 
women have diabetes. Pregnancy during older age may 
have a risk of developing the gestational diabetes [8].  

2. LITERATURE REVIEW  

Fikirte Girma Woldemichael, et.al (2018) proposed a 

study in which the data mining techniques were used to 

predict the patients suffering from diabetes. J48, naïve bayes, 

back propagation and support vector machine were some 

commonly known classifiers used to predict diabetes from 

patients in the recent research studies. Large value learning 

rate was included in the neural networks used in these 



          International Research Journal of Engineering and Technology (IRJET)       e-ISSN: 2395-0056 

                Volume: 07 Issue: 10 | Oct 2020                 www.irjet.net                                                                      p-ISSN: 2395-0072 

 

© 2020, IRJET       |       Impact Factor value: 7.529       |       ISO 9001:2008 Certified Journal       |     Page 1565 
 

systems such that the performance of systems could be 

improved.  

Ioannis Kavakiotis, et.al (2017) reviewed the various 

machine learning based Diabetes mellitus (DM) detection 

techniques proposed by different authors over the time. 

From several clinics and biological fields, the data was 

collected to create the datasets on which the experiments 

could be performed. The supervised learning techniques 

were used in around 85% of the experiments and the 

remaining ones preferred unsupervised learning techniques.  

Yu-Xuan Wang, et.al, (2017) proposed a method to design 

operating system that used the support of data mining and 

machine learning. With the help of this it becomes possible 

to discover a new, automatized way by which optimization of 

the complex algorithms become simple and easy to use. For 

the validation of the proposed method cache design was 

utilized that automatically control the replacement of cached 

contents to make decisions. All the collected data from the 

system was analyzed when reply is obtained from a data 

miner. As per performed experiments, it is concluded that 

proposed method provides effective results.  

Zhiqiang Ge, et.al, (2017) presented a review on existing 

data mining and analytics applications by the author which 

is used in industry for various applications. To the semi-

supervised learning algorithms an application status was 

given in this paper. In the process of industry both the 

methods unsupervised and supervised machine learning is 

widely used for approximately 90%-95% of all applications. 

In the recent years, the semi-supervised machine learning 

has been introduced. Therefore, it is demonstrated that an 

essential role is played by the data mining and analytics in 

the process of industry as it leads to develop new machine 

learning technique.  

Bayu Adhi Tama, et.al (2016) presented in this paper a 

chronic disease that causes major causalities in the 

worldwide that is Diabetes. As per International Diabetes 

Federation (IDF) around the world estimated 285 million 

people are suffering from diabetes. This range and data will 

increase in nearby future as there is no appropriate method 

till date that minimize the effects and prevent it completely. 

The major issue was the detection of TTD as it was not easy 

to predict all the effects. Therefore, data mining was used as 

it provides the optimal results and help in knowledge 

discovery from data 

Jahin Majumdar, et.al, (2016) proposed a model in which 

SVM techniques were used as it provided the accuracy and 

heavy in the computational functions. The accuracy level of 

SVM is measured with the help of dataset. In order to 

improve the data classification and pattern recognition in 

Data Mining mainly feature selection various existing 

approaches were focused and experimented. As per 

performed experiments, it is concluded that comparison 

between the existing techniques was done in order to find 

out the best method. The theoretical limitations of existing 

algorithms were overcome by proposed method.  

Aiswarya Iyer, et.al (2015) presented a real world medical 

problem for the automatic diagnosis of diabetes. The key 

treatment for the detection of diabetes is its early detection. 

In this paper, for the actual diagnosis of diabetes to model 

local and systematic treatment, Decision Trees and Naïve 

Bayes were utilized. As per performed experiments, it is 

concluded that proposed model provide the effective and 

efficient results. Performance of the proposed model was 

investigated for the diabetes diagnosis problem and on the 

basis of result adequacy of the proposed model was 

demonstrated. 

 

3. RESEARCH METHODOLOGY 

The diabetes prediction problem is complex in nature due to 
available of large number of attributes in the dataset. The 
voting is the classification method which is the combination 
of several classification methods. Several classifiers are 
collected to generate one ensemble classifier called the 
voting based classifier. For exploiting the various 
peculiarities of each algorithm, they are trained and 
evaluated in parallel individually. Either “hard” or “soft” 
voting is implemented in this classifier. The final class label 
is predicted as the class label that has been predicted most 
frequently by the classification models in “hard” voting. 
However, the class-probabilities are averaged for predicting 
the class labels in “soft” voting.  

Data mining is the extraction of intriguing patterns or 
information from huge stack of data. In other words, it is the 
exploration of links, associations and overall patterns that 
prevail in large databases but are hidden or unknown. Data 
mining is used in classification, clustering, regression, 
association rule discovery, sequential pattern discovery, 
outlier detection, etc. Clustering techniques have numerous 
applications in various fields including, artificial intelligence, 
pattern recognition, bioinformatics, segmentation and 
machine learning. 

The methodology describes all the steps according to 
which comparative analysis of clustering algorithms is 
performed. 

Step1. Choose the clustering algorithms: To perform the 
comparative analysis, these clustering algorithms are 
chosen namely K-means, filtered cluster and Make Density. 
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Step2. Choose the dataset: The various data set has been 
chosen from specific location where it is stored. The file 
format is CSV. 
Step3. Load data on WEKA: Load data file for further 
analysis. 
Step4. Normalize data: After loading of the dataset the 
next step is to normalize the dataset using the WEKA tool 
through filter tab. Select normalize filter and apply on the 
same data set. Save the result using save button. 
Step5. Apply clustering algorithms: Apply the all 
clustering algorithms on un-normalize as well as normalize 
dataset. 
Step6. Store the result: After running all algorithms, results 
are stored into the tabular forms and based on number of 
iteration, sum of squared error, time taken to build clusters, 
correctly clustered data, and comparative analysis is 
performed. 
Step7. Plot the graph: Represent results in graphical 
format.  
 

4. RESULT AND DISCUSSION 

The Proposed system was executed on WEKA tool. First the 
entire dataset was pre-processed by applying Simple K-
means, DBSCAN and Filtered Cluster algorithm. We will 
analysis of different parameters by applying dataset of 
diabetes like execution time, accuracy of data and number of 
clusters  

 

4.1 DATA SET 

I am using “information sharing in Diabetes” dataset it has 
real values there are approximately 800 instances. Some of 
them will be used as an input attributes and other are used 
as an output attributes. 

Table 1: Attributes of Data Set 

PREGNANT 
PLASMA 

BLOOD PRESSURE 
SKIN 

SERUM INSULIN 
MASS INDEX 

PEDIGREE FUNCTION 
AGE 

CLASS 

 

Figure 1: WEKA Explorer interface 

In Figure 1 the last attribute of dataset is taken as a class 
attribute by the WEKA. This attribute contains two types .The 
count of number of instances under each type in the dataset is 
shown numerically as well as graphically. 

 

Figure 2: Diabetes skin instances 

In Figure 2 shows the count of number of skin instances 
under each type in the dataset is shown numerically as 
well as graphically. 
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Figure 3: Shows the implementation of K-Means 

4.2 RESULT 

We are using the WEKA tool for implementation thesis. To 

import the dataset click on open file and select the data set, 

which is must be a CSV file. After   implementation   of   these 

algorithms on data set, the following results obtained. 

Table 2: Results of Diabetes Data Set 

 

5. CONCLUSIONS 

Data mining is an extension of traditional data analysis and 

statistical approaches in that it incorporates analytical 

techniques drawn from a range of disciplines including, but 

not limited to, numerical analysis, pattern matching and 

areas of artificial intelligence such as machine learning, 

neural networks and genetic algorithms. In this research, 

WEKA an open source data mining tool is used for the 

analysis of diabetes database.   

In this research data mining technique applied to classify 
Diabetes Clinical data and predict the likelihood of a 
patient being affected with Diabetes or not. Different 

classification algorithms are applied to Pima Indians 
Diabetes Database and the result obtained is tabulated in 
table. This research can be extended by applying 
association mining. For this subset of dataset is converted 
into required form. This work extends to utilize the 
implementation of different data. 
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