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Abstract - Given the Modern-day scenario, where Artificial 
intelligence equipped Voice Assistants play a major role in 
every household, understanding the speech sentiments of 
the person becomes utmost important. Speech Emotion 
Recognition also plays an important role while a customer 
is interacting with a customer care service irrespective of 
customer care being a person or an automated machine. In 
this Machine learning based project of ours, the data which 
we have used is from 4 sources – CREMA-D, RAVDESS, 
SAVEE, TESS coupled with Python based library - Librosa 
and keras for convolutional  

Neural networks. The data is splitted into 3:1 ratio as 
Train data and Test data. We have used Sequential 
modeling. We have used wave plot and spectrogram for 
audio data analysis and visualization along with subplot 
and confusion matrix.  

Keywords: Machine learning, CNN, Sentiment 
analysis, SER, HCI.  

1. INTRODUCTION  

Humans communicate through many ways but verbal 
communication is the easier way of communication. 
Verbal communication takes place through speech and 
language. The way of delivering words says almost 
everything about the emotion of humans. SER (Speech 
Emotion Recognition) is the very powerful attempting act 
to understand the Emotion of humans and help us to 
recognize affective states from the speech. This is the true 
fact that voice reflects our emotion through tone and the 
pitch. That’s the reason by which animals are easily able 
to understand the emotions of the Human. It is the very 
recent research topic in the Human computer interaction 
(HCI). As the computer became a very integral part of the 
lives of the human due to which it is more necessary to 
have a natural communication interface between humans 
and the computer. If we want to make the interaction 
between humans and computers more natural then we 
need to give the computers the ability to recognize the 
emotions of the humans through their speech.  

Our main motive towards choosing this project and 
then making it is to understand underlying emotion 
through the way the humans deliver the speech. If the 
computer can able to understand the underlying emotion 
through speech then it would be easier for us to solve 
many problems related to depression, anxiety, etc. This 
also helps our intelligence agencies to put out the truth 

from the way of talking. Really, the computer has changed 
our living all throughout.  

2. LITERATURE SURVEY  

With Sentiment Analysis, we aim to identify and classify a 
voice or sound using information retrieval and 
computational linguistics. The opinion expressed is more 
significant than the topic on which the discussion is held.  

When it comes to online shopping or any shopping in 
general, many among us consider the product reviews or 
ask people about their opinion on a product before 
making a decision. If other people’s opinion changes our 
buying decision, it would definitely affect the business 
models of companies. This makes sentiment analysis very 
important. The tone of the customer’s voice and 
expressions can determine the tone (positive, negative, or 
neutral) of their opinion. Sentiment Analysis categorizes 
this voice based on algorithms. It helps organizations to 
know how well they are doing in the market and also to 
work on their weaker areas in their business model that 
need attention.  

Sentiment Analysis is the computational treatment 
of opinions, sentiments and subjectivity of the voice and 
has applications in different domains like business, 
politics, sociology and so on.  

3. DATA SET  

For the purpose of project 4 datasets were used.  

3.1 CREMA-D  

CREMA-D dataset is a collection of 7,442 original clips of 
91 actors, 48 males and 43 females. Age group of 20 to 
74. The dataset is associated with 12 sentences with  

6 emotions - anger, disgust, sad, happy, neutral, fear  

3.2 Ryerson audio-visual database of emotional 
speech and song  

The dataset contains 1440 files: 60 trails per actor *24 
actors, 12 males and 12 females. Speech emotions include 
calm, happy, sad, angry, fearful, surprise, disgust 
expression. Each expression is produced at two levels of 
emotional intensity (normal and strong) with add on 
neutral expression  
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3.3 Surrey audio-visual expressed emotion The SAVEE 
dataset was a recording of 4 male speakers who are post 
graduate and researchers at university of Surrey aged 
from 27 to 31 years. The dataset contains anger, disgust, 
fear, happiness, sadness and surprise emotion.  

3.4 Toronto emotional speech set  

There are a set of 200 targets. It consists of 2 actresses 
recording (aged 26 and 64 years) and consist of emotions 
such as anger, disgust, fear, happiness, pleasant surprise, 
sadness and neutral. There are 2800 data points in total.  

4. MODEL  

4.1 FEATURE EXTRACTION  

Feature extraction is one of the most important part of 
analyzing and finding relations between different things. 
The audio file is a 3-D signal with three axes as frequency, 
time and amplitude.  

1) Zero Crossing Rate: The rate sign changes the signal 
during the duration of a particular frame.  

2) Chrome vector: A 12 element representation of the 
spectral energy.  

3) MFCC: Mel frequency Cepstral Coefficient from a 
spectral representation where frequency band is not 
linear.  

4.2 DATA AUGMENTATION  

Data augmentation is a process by which we build new 
synthetic data sample by adding some perturbations on 
our initial training set. To generate augmented data for 
audio dataset we apply noise injection, pitch changes, 
stretch and changing time.  

 

Fig -1: Emotion Count in Dataset 

We can also plot wave plot and spectrogram. A wave 
plot is used to study the loudness of the audio signal. 
Spectrogram is a visual representation of frequencies of 
sound.  

 

Fig -2: Wave plot for audio with fear emotion 

 

Fig -3: Spectrogram for audio with fear emotion 

AUDIO DATA AUGMENTATION  

 

Fig -4: Wave plot for Simple Audio 

 

Fig -5: Wave plot for Noise Injection 

 4.3 MODEL BUILDING  

 For developing the model, we implemented CNN 
sequential model. Sequential model is a linear stack of 
layers. Sequential model is made by passing a list of layer 
instances to the model. It needs to be imported from 
keras.  

1) Conv1D - It means that the kernel can move only in 
one dimension along the axis of time.  

2) Kernel size- Kernel size refers to the width*height of 
the filter mask.  

3) Padding - Padding refers to the quantity of pixels 
added to an image when it is being processed by the 
kernel of CNN.  
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4) Activation - Activation function is a node that is being 
added in the last or in between neural networks it is 
being added to decide whether the neuron would fire 
or not.  

5) Dropout – Drop out layer is used to prevent the model 
from overfitting.  

  

 

 

CONCLUSION  

Fig -6: Graphical Representation of DATA 

 

 

 

 

 

 

 

 

 

 

 

 

 

Companies can have a lot of valuable data that is unorganized data like emails, chats, social media, surveys, articles and 
documents. Going through all this data one by one is difficult, time-consuming and expensive too. Using sentiment 
analysis enables automation which makes it easier to gain valuable insights and change a particular business model 
accordingly. It processes vast amounts of information efficiently and at low-cost. One can also identify and alleviate a 
potential crisis.  
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  Using machine learning algorithms, we can train a model to learn from the past data, so that it can predict an output for 
new data. The model becomes more accurate with more data.  

 FUTURE SCOPE  

 The accuracy of the model is not so high is due to limited application of augmentation. In further projects, we will train the 
data with more number of data augmentation processes.  
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