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Abstract- Social media services like Facebook, Twitter, 

LinkedIn, Reddit and many others have become 

prominent platforms for people across the globe to share 

their thought, feelings, insight, and emotions in a wide 

domain spanning across politics, administration, fashion 

and technology. Amongst these, Twitter is a free and 

extremely popular public opinion platform and is the 

best source for collecting textual data. It enables users to 

post and interact with messages known as tweets. 
Opinion mining, or sentiment analysis, is a text analysis 

technique that uses computational linguistics and 

natural language processing to automatically identify 

and extract sentiment within text.  In this paper we have 

presented a survey of the user’s stance on certain topics 

in order to understand the concept of opinion mining, 

real time data collection and learning the different 

machine learning models. 
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Introduction- Sentiment analysis, also referred to as 

opinion mining, is an approach to natural language 

processing which deals with the detection and 

classification of sentiments in a text. It is used to sort out 

people’s opening on and their feelings about different 

subject such as any movie, product, song, etc. and to 

differentiate between positive, neutral, and negative 

with respect to different social media platforms such as 

Facebook, Twitter, etc. Twitter is a free and most popular 

social networking platform where users can give their 

opinion in form of tweets. Twitter has changed the 

current the current system in many dimensions. It has 

received a lot of attention from researchers in recent 

times. Around 350 million users post more than 600 

million tweets everyday which makes Twitter like a 

corpus with valuable data for researchers. In this paper 

we will contribute to the field of sentiment analysis of 

twitter data using various machine learning algorithms. 

Literature Survey-  

In 2019, Arti et al.[17]  dealt with the performance of 
Twitter’s Opinion Mining for Indian Premier League 
2016 using the random forest technique shown in fig 1. 
The data is divided into two parts the training dataset 
containing 70% and the testing sets containing 30% of 

the dataset. Tweets are classified into two classes 0 and 
1 representing positive and negative opinions 
respectively. Comparing the actual class and the 
predicted class values the outcome is decided and 
depending upon whether true positive, False positive, 
True negative, False negative values are obtained the 
classification of the algorithm is checked for its 
correctness. 
 

 
 
 
In 2019, Dhruvi K. Zala et al.[16] discussed about the 
N-gram model for prediction of people’s opinion on 
Twitter about current affairs wherein NSR is generated 
and calculated for N-grams and Hybrid features. An N-
gram is a contiguous sequence of n items from a given 
sample of text or speech. Graphs plotted depicted that 
the score value was highest for the unigram model 
followed by unigram model including all features at the 
feature extraction level, followed by N-gram model and 
finally it was observed that the N-gram model including 
all features at the feature extraction level gave the lowest 
value thereby producing the best result. 
 
In 2018, Garry Simon et al.[11] discussed about the 
influence of Opinion Mining of data collected from 
Twitter on the market value of a business brand. The 
methodology applied for opinion mining is Hadoop Map-
Reduce Framework, a Map-Reduce algorithm. Map takes 
a set of data and breaks it into tuples, after that Reduce 
takes the tuples from map and combines the tuples into a 
smaller set of tuples. Hadoop Ecosystem consists of two 
components, namely HDFS (Hadoop Distributed File 
System) and Map Reduce for Processing. HDFS is 
designed on a Master-Slave Architecture. The job of a 
JobTracker is to schedule map and reducing tasks into 
available slots at one or more TaskTrackers. The client is 
notified once the conclusion is drawn. 

In 2018, Wiwin Suwarningsih et al.[12] explained the 
generation of question-answer pairs from opinion 
statements collected from twitter in Bahasa Indonesia. 
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Bahasa Indonesia is a language containing many words 
from local language. Pang et al. used a supervised 
learning approach in order to classify data into positive 
and negative opinions by means of the Naïve Bayes 
method, Maximum Entropy and SVM. The proposed 
method covers: pre-processing, sentences extraction, 
meaning representation, ranking of results, 
transformation of ranking results and generating QA 
using the PA template pattern. 

In 2018, Dhruvi K. Zala[10] dealt with the user’s 
opinion about telecommunication companies with 
people facing lots of problems in their 
telecommunication network. Users tweets were 
retrieved and extraction of emoticons for analysis 
process was done to increase accuracy. Naïve Bayes 
algorithm was used for classification of data. Support 
Vector Machine was used for classification and 
regression challenges. A decision tree was created for 
classification or regression models within the type of a 
tree. K-Nearest Neighbouring was used for info during 
which the information purposes were divided into 
totally different categories to predict the classification of 
a brand-new sample point. 
 

 
 
In 2018, S.Geetha et al.[13] have proposed Tweet 

Analysis based on distinct opinions of Social media users. 

The Future Prediction Architecture Based on Efficient 

Classification is used which is designed using various 

algorithms like Support Vector Machine (SVM), Naïve 

Bayes Classifier (NBC), Artificial Neural Network (ANN) 

and Fisher’s Linear Discriminant Classifier (FLDC). It 

classifies a tweet as positive, negative or neutral. 

In 2016, Parul Sharma et al.[6]  predicted the election 

results from tweets in different Indian languages. Text 

was pre-processed by removing website URLs, removing 

hashtags, twitter mentions, emoticons and special 

characters.  The utilization of dictionary based, Naive 

Bayes and SVM algorithm was done to build classifier 

and classify the data as positive, negative and neutral. 

The result of the analysis for Naive Bayes was the BJP 

and for the Dictionary Approach was the Indian National 

Congress. 

In 2016, Peter D. Donnelly et al.[4] have proposed a 

machine analysis of twitter sentiments to the Sandy 

Hook shootings. Successfully traced graphs for sentiment 

analysis which shows a peak of anti-gun feeling on the 

day of Sandy Hook shooting school which quickly falls to 

pre-event levels. More surprisingly the analysis shows a 

peak of pro-gun sentiment on the day of shooting that is 

sustained at an elevated level for a number of days. 

Comparison Table- 
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Methodology- The step-by-step procedure for 

analysing public opinion in Twitter is shown below- 

Data collection 

The process of fetching and measuring information on 

variables of interest. Data is gathered using Twitter 

streaming API which will provide twitter feed in a 

machine readable JSON format.  

Data pre-processing 

The data collected is messy and full of unnecessary 

objects which is irrelevant to machine learning 

classifiers. So, it becomes necessary to first clean the 

data and remove all redundancies and make it 

appropriate to feed as input for classifiers. Accuracy of 

feature extraction also greatly depends on the quality of 

text data.  

Analysis 

The main idea behind sentimental analysis is to 

categorize a tweet as positive or negative. The most 

important indicators of sentimental analysis are opinion 

words which imply whether the tweet is positive, 

negative or neutral. 

Visualization 

The result from analysis is visualized in the form pie 

charts or bar charts. A structured analysis helps the 

users to understand complex data more efficiently. 

Conclusion- In this paper, we came across various 

steps used to perform opinion mining. After evaluating a 

number of machine learning approaches, we identified 

those most suitable to classify public opinions. We 

observed that it is possible to analyze a large set of 

tweets using various machine learning approaches in a 

reliable way wherein we employ 

A wide range of methodologies to collect, train and 
classify tweets. After analyzing all the techniques, we 
wish to deploy the best available algorithms on our 
dataset and compare the accuracy rates produced and 
select the most promising one thereafter. In doing so, we 
would also like to mitigate major challenges faced by 
sentiment analysis such as sarcasm, negations, word 
ambiguity, and multipolarity thereby ensuring enhanced 
accuracy in our future model. 
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