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Abstract : This paper presents a criteria for the existence of (Ф, Ψ) bounded solutions of linear Sylvester system on time scale 
dynamical systems. The general solution for the non-homogeneous Sylvester linear system is also established. We first show that, 
(Ф, Ψ) bounded solution ensures the stability and asymptotic stability of the Sylvester system. It may be noted if the linear system 
is Ф-bounded, then the linear system T’ = A(t)T is also stable and if the system T’ = B*(t)T is Ψ-bounded, then the linear system is 
also stable. 

1. INTRODUCTION 
 

 Ψ- bounded solutions of linear system y’ = A(t)y is an interesting area of current research and a great of work has 
been done by many authors in recent years [4-14]. Further these results have been successfully applied to fuzzy linear 
systems and Kronecker product systems by Kasi Viswanadh, K. N. Murty, Yan Wu, P. V. S. Anand et al., and Lakshmi 
vellanki N. et al., [6-15]. The importance of Ψ- bounded solution has gained momentum due to the fact that the given linear 
system may not be stable but the Ψ- bounded system is stable and in fact asymptotically stable. For instance, if we 
consider the linear system 

   .
  

   
/   ,  

then a fundamental matrix of the system is given by  ( )  . 
    

      / . 

As     ‖ ( )‖    and hence the given system is not stable.  

Let  ( )  .         

            /. Then  

  ( ) ( )  .               

                  /. 

 ‖ ( ) ( )‖    and hence the system is bounded and is not in fact asymptotically stable (as 
    ‖ ( ) ( )‖                   ). For this reason the importance of Ψ- bounded solutions is gaining much more 
attention and hence many papers came in existence during the last two years. Majority of the contributions are due to Kasi 
Viswanadh, K. N. Murty, Yan wu, Sailaja [5,6,7,12,13,14,19]. Recently Kasi Viswanadh, Yan wu, K. N. Murty established  

(Ф, Ψ) bounded solutions on Sylvester first order non – homogeneous system [15]. Motivated by these results, we 
establish (Ф, Ψ) bounded solutions of linear Sylvester system on time scale dynamical system as it unifies both continuous 
and discrete systems. This paper is organized as follows. In section 2, we present a brief description on time scale calculus 
and in section 3, we present Ψ-bounded solution of linear first order system. Our main results are established in the last 
section. In section 2, we also establish variation of parameters formula for non-homogeneous Sylvester system on time 
scales which itself is new and is not available in literature.  
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2.1: Preliminaries:  

In this section, we shall be concerned with the basic notations on time scale dynamical systems. For an excellent survey on 
time scale dynamical systems, we refer Lakshmi Kantham et. al., [17] and Martin Bohner and Alan Peterson [16]. By a time 
scale T, we mean a closed subset of R and examples of time scales are the set of natural numbers N, real numbers R, contours 
set etc. The set q and   *   |     + are not time scales. Note that time scales need not be connected. To overcome this 
difficulty, we introduce the notion of Jump operators. 

Definition 2.1: The operator       defined by [17] 

σ(t) = inf *       + 
ρ(t) = sup *       + 

 are Jump operators. If σ is bounded above and ρ bounded below, then 

σ(maxT) = max T and ρ(minT) = min T. 

Definition 2.2: A point     is said to be right dense if σ(t) = t, right scattered if σ(t) > t, left dense if ρ(t) = t and left scattered if 
ρ(t) <t. 

Definition 2.3: The graininess     ,   ) is defined as  ( )   ( )    . 

We say that f is not continuous, if it is continuous in right dense points and if lim f(s) exists as     exists for all right dense 
points    . 

A function       is said to be differentiable at    , if  

     ( )  
 ( ( ))  ( )

 ( )  
, where     * ( )+ exists and is said to be differentiable on T for each    . A function 

      with   ( )   ( ) 

 For all    , is said to be integrable, if  

 ∫  ( )  
 

 
  ( )    ( ), where f is anti delta derivative of F. 

 Let       and T = R and a, b Є T, then   ( )   ( ) and ∫  ( )   
 

 
∫  ( )  

 

 
, 

 Further, if T = Z (discrete case) then   ( )    ( ) 

 = f(t+1) – f(t) and  

 ∫  ( )  
 

 
 {

∑  ( )          
   

        

∑  ( )          
   

 

 Note that if f is ∆ - differentiable, then f is continuous. Further if t is right scattered and f is continuous at t, then  

   ( )  
 ( ( ))  ( )

 ( )
 

For a complete survey on calculus of ∆ differentiable functions, we refer to Lakshmikantham et. al., [17]. 

In the year 1994 Murty and Rao [18] established existence and uniqueness criteria for a two point boundary value problem on 
time scale dynamical system associated with  

 y∆(t) = A(t)y(t) + b(t) 

using variation of parameters formula for time scale dynamical system. 
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Definition 2.4: A function        
is said to be Ф bounded on R if Ф(t)F(t) is bounded on R i.e.,       ‖ ( ) ( )‖    . 

Definition 2.5: A matrix function        
 is said to be Ф bounded on R if the matrix ФY is bounded on R i.e., there exists M > 

0 such that       ‖ ( ) ( )‖    . 

Definition 2.6: A matrix function        
 is said to be Ф-integrable on R component wise if the matrix Ф(t)Y(t) is integrable 

on R i.e., ∫ ‖ ( ) ( )‖
 

 
     . 

2.2: Variation of parameters formula: 

In this section, we first establish variation of parameters formula for non-homogeneous Sylvester system, 
   ( )   ( ) ( )   ( ) ( )   ( ) (2.1) 

 Where, A, B, T and F are all square matrices of order n and ∆ differential is the  

time scale derivative. The general solution of the linear system of differential equation on time scale dynamical system 

  ( )   ( ) ( )   ( )  (  )    , (2.2) 

is given by  ( )   (    )   ∫  ( )   ( ( )) ( )  
 

  
 

Where,  (    )   ( )   (  ) is a fundamental matrix of the homogeneous system of (2.2) i.e.,  

   ( )   ( ) ( ) (2.3) 

Let Y(t) be a fundamental matrix solution of  

   ( )   ( ) ( ) 

And z(t) be a fundamental matrix solution of  

  ( )    ( ) ( ) (2.4) 

Then any solution of   ( )   ( ) ( )   ( ) ( ) is of the form T(t) = y(t)Cz*(t), where C is a constant square matrix. 
Such a solution cannot be a solution of the non-homogeneous system (2.1) unless  ( )   . We seek a particular solution of 
(2.1) in the form  

 ̅  = Y(t)C(t)Z*(t). 

Then Y∆(t)C(t)Z*(t) + Y(t)C∆(t)Z*(t) + Y(t)C(t)Z*∆(t)  

= A(t)Y(t)C(t)Z*(t) + Y(t)C∆(t)Z*(t)B(t) + F(t) 

Since   ( )   ( ) ( ) and    ( )    ( )  ( ), we have  

Y(t)C∆(t)Z*(t) = F(t)  

Or   ( )      ( ) ( )    
( ) 

 ( )  ∫    ( ( )) ( ( ))    
( ( ))

 

 

   

Therefore a particular solution of the non homogeneous system (2.1) is given by  
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  ̅( )   ( ) 0∫    ( ( )) ( ( ))    
( ( ))

 

 
  1   ( ) 

and hence solution T(t) of (2.1) is given by  

 ( )   ( )   ( )   ( ) 0∫    ( ( )) ( ( ))    
( ( ))

 

 
  1   ( ) (2.5) 

Recently Kasi Viswanadh V.Kanuri, R. Suryanarayana and K. N. Murty [7] obtained existence of Ψ- bounded solutions 
for linear systems on time scale dynamical systems. Motivated by these results, we establish (Ф, Ψ) bounded solutions of 
linear Sylvester system on time scale dynamical system as it unifies both continuous and discrete systems. This paper is 
organized as follows. In section 2, we present a brief description on time scale calculus and in section 3, we present Ψ-
bounded solution of linear first order system. Our main results are established in the last section. In section 2, we also 
establish variation of parameters formula for non-homogeneous Sylvester system on time scales which itself is new and is 
not available in literature.  

 x∆(t) = A(t) x(t) + f(t) (2.6) 

where, x(t), f(t) are in T and A is a continuous matrix valued function by assuming that (2.6) has at least one Ψ- bounded 
solution for every Lebegue Ψ delta integrable function f on the time scale T. Note that Ψ is not a continuous matrix instead of a 
scalar function. In fact the problem of Ψ bounded solutions for system of ordinary differential equations has been studied 
recently by many authors [5-15], but a unification of these results are due to Viswanath. et al., [7]. The results on dynamical 
systems on measure chains has received greater impact as it includes both continuous and discrete systems in a single frame 
work [7]. In this paper we present a set of necessary and sufficient conditions for the existence of a (Ф, Ψ) bounded solutions 
for linear Sylvester system on measure chains. Recently Viswanath, Yan Wu and K. N. Murty established (Ф, Ψ) bounded 
solutions to a system of first order Sylvester system of differential equations. We make use of those results to establish our 
main results in the next section. The variation of parameters formula and its general solution given by (2.5) are in fact used as 
a tool to establish our results. The variation of parameters formula (2.5) is new and is interesting and tremendous applications 
in control engineering problems. 

Theorem 2.1: Let Y(n) be a fundamental matrix solution of the linear difference system 

T(n + 1) = AT(n) (2.7) 

and Z(n) be a fundamental matrix solution of the linear differential system  

T(n + 1) = B* T(n) (2.8) 

Then any solution of the difference system  

 T(n + 1) = AT(n)B (2.9) 

is of the form, 

 ( )   ( )   ( ), where C is a constant scalar matrix of order n. 

Proof : Consider  

  (   )   (   )   (   ) = A  ( )   ( )B 

 = ATB . 

Thus  ( )   ( ) is a fundamental matrix of the system (2.9). Now to prove that every solution of the system (2.9) is of this 
form, let T be a solution and K be a matrix defined by 

 K = Y-1(n) T 

Then T = YK and  
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 T(n + 1) = Y(n + 1)K(n + 1) 

 = AY(n)K(n + 1) 

Since Z is a fundamental matrix of (2.8), it follows that  

 Z(n + 1) = B*Z(n) 

 T(n + 1) = A  ( )   ( )B 

 = ATB 

Note that the result is valid only when A and B are constant square matrices of order n 

We now turn our attention to the non-homogeneous Sylvester system  

T (n + 1) = AT(n)B + F(n), (2.10) 

then, if T(n) is a solution of (2.10) and  ̅( ) is a particular solution of (2.10), then  

T(n) -  ̅( ) is a solution of AT(n)B and T(n) =  ̅( ) +  ( )   ( ). 

For T(n + 1) -  ̅(n + 1) = A[T(n) -  ̅(n)]B, 

and hence T(n) =  ̅(n) + YCZ*; and we seek a particular solution of (2.10) in the form 

 ̅(n) = Y(n)C(n)Z*(n),  

Then,  ̅(n + 1) = Y(n + 1)C(n + 1)Z*(n + 1) 
 = AY(n)C(n + 1)Z*B 
 = F(n) 

Hence  (   )     ( )    ( )       
( ) 

Thus  ( )  ∑    (     )    ( )       
(     )   

    

Hence  

 ̅( )   ( )[∑    (     )    ( )       
(     )   

   ]  ( ) . 

We shall now be concerned with the existence of a (Ф, Ψ) bounded solution of the linear Sylvester non-homogeneous 
system (2.1). Let Rn denote the Euclidean space of n-dimension. For x = (x1, x2, x3, x4, ... xn)T Є Rn,  

let ‖ ‖     ‖ ‖  ‖  ‖. 

Let      ,   ), i = 1, 2, 3, ..., n be continuous function defined by  
Ф(t) = diag[Ф1(t), Ф2(t), Ф3(t), ..., Фn(t)], 
 where Ф1, Ф2, Ф3, ..., Фn are n-linearly independent solutions of T’ = AT on T. 
Definition 2.7: A function          is said to be Ф bounded on T if the matrix function ФY is bounded on T (i.e., 
there exists a constant M > 0 such that ‖ ( ) ( )‖    for all t Є R or N. 
Definition 2.8: A function          is said to be Lebesgue Ψ integrable on T if Y is ∆ measurable and ФY is Lebesgue 
integrable on T. 
By a solution of (2.1), we mean an absolutely continuous function YCZ* satisfying (2.1) for all most all t Є T. 
Let the vector space Rn be decomposed as a direct sum of the solution spaces of X-, X0, X+ such that a solution T(t) of 
(2.1) is, Ψ bounded on T if, and only if  
T(0) Є X0 and Ф bounded on T+=[0,  ) if and only if T(0) Є X- X0. Also if P-, P0 and P+ denote the corresponding 
projections on Rn onto X-, X0 and X+ respectively. It may be noted that, by a fundamental sequence in a Banach space, X, 
we mean a sequence in X whose span Y is dense in X. In other words, every element in X can be approximated by an 
element in the span. We are now in a position to present our main results in the next section. 
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3. MAIN RESULTS: 

This section presents a criteria for the existence of (Ф, Ψ) bounded solution of the Sylvester system. If the system is 
(Ф, Ψ) bounded, then the system is stable. We also present a necessary and sufficient condition for the linear system 
to be asymptotically stable. It may be noted that by a fundamental sequence in a Banach space B, we mean a sequence 
in B whose span Y is dense in B. In other words every element of B can be approximated by an element in the span. 
That is, given x Є B, we can find a y Є Y such that ‖   ‖ is small. 
 
Theorem 3.1: Let A and B be continuous (n x n) square matrices on R. Then the system (1.1) has at least one (Ф, Ψ) 
bounded solution R for every continuous (Ф, Ψ) bounded functions in it, if and only if,  
 

∫ ‖ ( )  ( ) ( )  ( )     
( )   ( )    

( )   ( )‖
 

  
     (3.1) 

for all    , where,P = P- on (    ) and P = (P0 + P+) on (t, 0) and and P = P+ on (   ); P = P- on (    ) and  
P = (P0 + P-) on (0, t) and and P = P+ on (   ). 
 
Proof: First suppose that the linear system (1.1) has at least one (Ф, Ψ) bounded solution on R for every (Ф, Ψ) 
bounded function on R. Then it is claimed that there exists a constant K > 0 such that (3.1) holds. Let B be a Banach 

space of all (Ф, Ψ) bounded continuous functions        
 with norm defined by  

‖ ‖     
   

‖ ( ) ( )  ( )  ( ) ( )‖ 

We define  
B = { T:R+→Rnxn x Rnxn ; T is Lebesgue (Ф, Ψ) integrable on R+}  
D ={ T:R+→Rnxn x Rnxn;T is absolutely continuous on all intervals I   R+, (Ф, Ψ) bounded on R+and T(0) Є X2 and  
T’ = AT + TB } (3.2)  
Clearly CФΨ is a real Banach space with the norm defined by  
 ‖ ‖           ‖ ( ) ( ) ( )‖ 

 Also, it is well known that B is a real Banach space with norm 

 ‖ ‖  ∫ ‖ ( ) ( ) ( )‖  
 

 
 

The set D defined by (3.6) is a real linear space with norm  
 ‖ ‖         ‖ ( )  ( ) ( )‖  ‖        ‖  is a norm on D. 

Now it is claimed that (  ‖ ‖ ) is a Banach space. Let {Tn} be a fundamental sequence in D. Then {Tn} is a fundamental 
sequence in CФΨ. Therefore, there exists a continuous and bounded function T:R+→Rnxn x Rnxn such that  

        ( )  ( )  ( )   ( )  ( ) ( ) , uniformly on R+ .  

Define  ̅( )      
( )   ( ) ( ). 

Obviously  ̅( )     and  

‖  ( )    
̅̅ ̅( )‖  ‖    

( )   ( )‖‖ ( )  ( )  ( )   ( )‖ . 

It then follows that         ( )   ̅( ), uniformly on every compact subset I   R+. Thus  ̅( )    . On the other hand {Fn(t)}, 
when Fn(t) =  ( )  ( )[Tn’(t) – A(t)T(t) - B(t)T(t)], is a fundamental sequence in L, the Banach space of all vector functions 
which are Lebesgue integrable on R+ with norm  

 ‖ ( )‖  ∫ ‖ ( )  ( ) ( )‖
 

 
   . 

Thus there exists a function F in L such that  

       ∫ ‖  ( )   ( )‖
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Replace  ̅( )      
( )   ( ) ( ), we get  ̅( )   . 

Theorem 3.2: Let A and B be (n x n) real matrices and Y(t) and Z(t) be fundamental matrix solutions of (2.3) and (2.4) 
respectively. Then (3.1) has at least (Ф, Ψ) bounded solution on R+ for every Lebesgue (Ф, Ψ) integrable function F on R+ if, 
and only if 

‖ ( ) ( )  ( )  ( )   
   

( ( ))    
( ( ))   ( ( ))   ( ( ))‖    for      ,  

 (3.3) 

and  

‖ ( ) ( )  ( )  ( )(    ) 
   

( ( ))    
( ( ))   ( ( ))   ( ( ))‖   for       

 (3.4) 

Proof : We use the following notation  

  ̂( )   ( ) ( ) and  ̂( )    ( )  ( ) then, (3.3) and (3.4) reduces to  

‖ ̂( ) ̂( )  ( )   ̂
  ( ( )) ̂  ( ( ))‖    for       (3.5) 

 and ‖ ̂( ) ̂( )(    ) ̂
  ( ( )) ̂  ( ( ))‖    for      . Suppose the conditions (3.3) and (3.4) hold, then it is 

claimed that (3.1) has at least one (Ф, Ψ) bounded solution on R+. This eventually proves that system (3.1) is stable. 
Now we define the sets C ФΨ ={T:R+→Rnxn x Rnxn; T is (Ф, Ψ) bounded and continuous on R+} For any fixed t   0, 

 we have  ̅( )   ̅( )        ‖  ( )    ( )‖        ∫   
  

 
( )   

 =    
   

∫ 0    
( )   ( ),  ( )   ( )   ( )  ( )    ( ) ( )-1

 

 
ds 

 = ∫ , ( )   ( ) ( )   ( ) ( )-
 

 
ds 

It follows that Tn’(t) – A(t)T(t) - T(t)B(t) =  ̅( )    and  ̅( ) is absolutely continuous in all intervals I   R+. Thus  ̅( )   . 
From        ( )  ( )  ( )   ( )  ( ) ( ) uniformly on R+ and  

      ∫ ‖ ( )  ( ),   ( )    ( ) ( )    ( ) ( )-  [ ̂ ( )    ( ) ̂( )    ̂( ) ( )]‖
 

 
dt=0 

It follows that       ‖  ( )   ̅( )‖   . Thus  (  ‖ ‖ ) is a Banach space and hence  

       ‖ ( )  ( ) ( )‖   ∫ ‖ ( )  ( ) ( )‖
 

 
  .  

For s > 0,  > 0, ξ Є Rn, we consider the function F: R+→Rnxn 

 ( )  { 
   

( )   ( )         
           

 

Then F Є B and ‖ ‖   ‖ ‖. The corresponding solution T Є D is,  

  ( )  ∫  (   )
   

 
  ,  

Where  (   ( ))  {
 ( )  ( )   

   
( ( ))   ( ( ))      

  ( )  ( )   
   

( ( ))   ( ( ))      
 

Clearly G is continuous and possesses continuous first order partial derivatives at all points except at t =  ( ), where G has a 
jump discontinuity of finite magnitude. Therefore  
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‖ ( )  ( )‖  ∫ ‖ ( )  ( ) (   ( ))    
( ( ))   ( ( ))‖  

   

 

 

= ‖ ‖ . 

Hence ‖ ( )  ( ) (   ( ))    
( ( ))   ( ( ))‖   , which is equivalent to (3.5). Now, to prove the other part, we 

consider the function  

 ( )  ∫ ( )  ( )   
   

( ( ))   ( ( )) ( ( ))  

 

 

 

  ∫  ( )  ( )   
   

( ( ))   ( ( )) ( ( ))  
 

 
 , t > 0, 

where F is Lebesgue (Ф, Ψ) integrable function on R+ It can easily be proved that T is a (Ф, Ψ) bounded solution on R+. The 
proof of the theorem is complete. 

Theorem 3.3: The fundamental matrix solutions Y(t) and Z(t) satisfy the conditions  

i)       ‖ ( ) ( )  ( )  ( )  ‖    

ii) ‖ ( ) ( )  ( )  ( )   
 ( ( ))    

( ( ))   ( ( ))   ( ( ))‖    for       

iii) ‖ ( ) ( )  ( )  ( )   
 ( ( ))    

( ( ))   ( ( ))   ( ( ))‖    for       

Proof : Proof follows from the above theorem by taking P0 = 0. 
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