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Abstract - The goal of our project is to implement a machine learning solution to the problem of detecting phishing and 
malicious web links. The end result of our project will be a software product which uses machine learning algorithm to detect 
malicious URLs. Phishing is the technique of extracting user credentials and sensitive data from users by masquerading as a 
genuine website. In phishing, the user is provided with a mirror website which is identical to the legitimate one but with malicious 
code to extract and send user credentials to phishers. Phishing attacks can lead to huge financial losses for customers of banking 
and financial services. The traditional approach to phishing detection has been to either to use a blacklist of known phishing links 
or heuristically evaluate the attributes in a suspected phishing page to detect the presence of malicious codes. The heuristic 
function relies on trial and error to define the threshold which is used to classify malicious links from benign ones. The drawback to 
this approach is poor accuracy and low adaptability to new phishing links. We plan to use machine learning to overcome these 
drawbacks by implementing some classification algorithms and comparing the performance of these algorithms on our dataset. 
We will test algorithms such as Logistic Regression, SVM, Decision Trees and Neural Networks on a dataset of phishing links from 
UCI Machine Learning repository and pick the best model to develop a browser plugin, which can be published as a chrome 
extension. 

Key Words: Phishing Detection(PD),Chrome Extension(CE), Random Forest(RF), Support Vector Machine(SVM), Neural Net-
works(NN). 
 
1.Introduction 
 
Financial services such as banking are now easily available over the Internet making the lives of people easy. Thus it is very 
important that the security and safety of such services are maintained. One of the biggest threats to web security is Phishing. 
Phishing is the technique of extracting user credentials by masquerading as a genuine website or service over the web. There 
are various types of phishing attacks such as Spear phishing, which targets specific individuals or companies, Clone phishing is 
a type of phishing where an original mail with an attachment or link is copied into a new mail with a different (possibly 
malicious) attachment or link, Whaling, etc. Phishing can lead to huge financial losses. For example, the Microsoft Consumer 
Safer Index (MCSI) report for 2014 has estimated the annual worldwide impact of Phishing and other identity thefts to be 
nearly USD 5 Billion [1]. Similarly, the IRS has warned of a surge in phishing attacks with over 400% increase in reported cases 
[2]. Several solutions have been proposed to combat phishing ranging from educating the web users to stronger phishing 
detection techniques. The conventional approach to phishing detection has not been successful because of the diverse and 
evolving nature of phishing attacks. For instance, in January 2007, the total number of unique phishing reports submitted to the 
Anti-Phishing Working Group (APWG) was 29,930. Compared to the previous peak in June 2006, the number of submitted 
reports increased by 5% [3]. This happened despite taking preventive measure to thwart phishing. Upon investigation, it was 
found that each phishing attack was different from the other one. Thus, it becomes imperative to find a way to adapt our 
phishing detection techniques as and when new attack patterns are uncovered.Machine learning algorithms, which make a 
system learn new patterns from data, are an ideal solution to the problem of phishing detection. Although there have been 
many papers in recent years which have attempted to detect phishing attacks using machine learning, we intend to go one first 
step further and build a software tool which can be easily deployed in end user systems to detect phishing attacks.For our 
project, we will experiment with three machine learning algorithms on a dataset of features that represent attributes 
commonly associated with phishing pages, choose the best model based on their performance and build a web browser plugin 
which will eventually be deployed to end users. The project report has been designed as follows; the Previous Work section 
describes the traditional approaches to phishing detection and some of the machine learning ap-proaches attempted in recent 
years, the Proposed Approach section describes in detail our approach and what will be the end product of our project, the 
Dataset section describes the dataset that we are using for our project along with a list of features which will be used in our 
project, Machine Learning Algorithms section explains the different algorithms which we have tested with our dataset with 
their descriptions, the Chrome Plugin Implementation section describes the architecture of our phishing detection system and 
gives descriptions of the various software modules in the system, the Results section gives the results of our experiments with 
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the algorithms with graphs plotting a comparison between the three algorithms on factors such as accuracy, sensitivity and 
false positive rate, and the Conclusion section summarizes our project with an outlook on future enhancements. 

2. Related Work 

There are basically two approaches to phishing detection which are the blacklist approach and the heuristic evaluation of the 
source code to check for attributes commonly associated with phishing sites. The blacklist approach involves maintaining a 
publicly available list of reported phishing sites so that the number of victims of any new phishing site is kept very low. The 
main drawback with this approach is that a new phishing site has to be detected first before it can be reported. As phishers 
become more sophisticated with their phishing attacks, it becomes more difficult to detect those attacks. The other approach to 
phishing detection is to analyze the source code of a suspected phishing web page and identify attributes commonly associated 
with phishing sites. This approach is better than the blacklist method as we can potentially detect new phishing attacks within 
minutes of their launch. But as pointed out before, because of the diverse nature of phishing attacks it has become increasingly 
difficult to detect new attack patterns. Traditionally, the heuristic evaluation of the web page source code involved maintaining 
a count of identified phishing attributes and setting threshold for that count using trial and error, above which the page was 
considered a phishing site. As it is obvious, the hardcoding of such thresholds inherently make it difficult for the phishing 
detection system to adapt to new attack patterns. Thus, we use machine learning to train the system to detect phishing attacks 
and relearn from the data whenever a new phishing attack pattern is uncovered. There are sufficient literatures in recent years 
employing machine learning algorithms to the problem of phishing detection. In [3], for example, the work done by 
Chandrasekaran et al. describes a technique to classify phishing emails based on their structural properties such as style 
markers and the structure of the subject line, etc. They used Simulated Annealing for feature selection and Information Gain to 
rank the features based on their relevance on a dataset of 100 phishing emails and 100 legitimate emails. Later they used 
Support Vector Machines to classify the emails as phishing and legitimate based on their chosen features, getting an accuracy of 
95%. The paper [3] also describes the approach taken by Fetteetal., where they compared commonly used learning algorithms 
on a dataset of detected phishing emails composed of 860 phishing emails and 6950 legitimate emails. They handpicked ten 
features and used Random Forests algorithm on the dataset which provided an accuracy of 96% with a false positive rate of 
0.1%. 

3.  Proposed approach 

We propose to use machine learning to overcome the drawbacks associated with the traditional approaches to phishing 
detection. The problem of phishing detection is an ideal candidate for the application of machine learning solutions because of 
the easy availability of sufficient amounts of data on phishing attack patterns. The basic idea is to use machine learning 
algorithms on available dataset of phishing pages to generate a model which can be used to make classifications in real time if a 
given web page is a phishing page or a legitimate webpage. We intend to productionize the learned model into a software tool 
which can be deployed easily to end users for combating phishing attempts. For this purpose, we have chosen to implement a 
machine learning algorithm from scratch using JavaScript and build a Chrome extension with it. A Chrome extension will enable 
us to deploy the learned model easily on the Chrome Web Store, from where anyone can download and use our product for 
phishing detection.In order to successfully implement this project, we need to consider three constraints when choosing the 
machine learning algorithm for our product. First, the accuracy of the trained model should be high, as a product being used by 
end users in the real world should not give wrong results. Second, the algorithm which is being implemented should be able to 
make classifications in real-time; i.e. have very low execution time and also use less computational resources. Third, false 
positives and false negatives are important considerations when choosing a machine learning algorithm for the problem of 
phishing detection. This is because a user should not be wrongly led to believe that a phishing website is legitimate. Thus, we 
should look at these three constraints when selecting our phishing detection classifier. 

4.  DataSet 

To evaluate our machine learning techniques, we have used the ‘Phishing Websites Dataset’ from UCI Machine learning 
repository. It consists of 11,055 URLs (instances) with 6157 phishing instances and 4898 legitimate instances. Each instance 
contains 30 features. Each feature is associated with a rule. If the rule satisfies, it is termed as phishing. If the rule doesn’t 
satisfy then it is termed as legitimate. The features take three discrete values. ‘1’ if the rule is satisfied, ‘0’ if the rule is partially 
satisfied, ‘-1’ if the rule is not satisfied. 
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The training dataset for our project is taken from the "Phishing Websites Data Set" of the UCI Machine learning repository. This 
dataset was compiled by [see acknowledgements]. The dataset consists of 11,055 entries with 6157 phishing instances and 
4898 legitimate instances. Each instance consists of 30 features comprising of various attributes typically associated with 
phishing or suspicious web pages such as presence of IP address in the URL domain or presence of JavaScript code to modify 
the web browser address bar information. Each feature is associated with a rule. If the rule is satisfied, we take it as an 
indicator of phishing and legitimate otherwise. The dataset has been normalized to contain only discrete values. Each feature of 
each instance will contain ’1’ if the rule associated with that feature is satisfied, ’0’ if partially satisfied and’-1’ if unsatisfied. 

The features represented by the training dataset can be classified into four categories; 

i) Address Bar based features 
ii) Abnormal based features 
iii) HTML and JavaScript based features 
iv) Domain based features 
 
A. Address bar based features 

1.1 Using IP address: If the domain of the URL of the suspected web page contains IP address, then we take it as a phishing 
page. eg: http:125.98.3.123fake.html or http:x58.0xCC.0xCA.0x622paypal.caindex.html 

1.2 Long URL to hide suspicious part: It has been a common observance that phishing web pages usually have long URLs that 
attempt to hide malicious URL fragments from the user. We take the assumption that a web page with a long URL is necessarily 
a phishing or suspicious site. In the event the assertion fails, i.e, for a legitimate web page with valid long URLs, the absence of 
other phishing attributes on the web page will balance the wrong assumption and correctly classify a legitimate web page as 
non-phishing. 

1.3 Use of URL shortening services: A shortened URL hides the real URL behind a redirection hop. A web page that uses a URL 
shortening service such as Tiny URL is highly suspicious and is likely to be a phishing attempt. Therefore, we set the rule that if 
the URL has been shortened using a URL shortening service then it is a phishing page and legitimate otherwise. 

1.4 Use of "@" symbol: Needs verification The "@" symbol is a reserved keyword according to Web standards. So the presence 
of "@" in a URL is suspicious and the web page is taken as phishing and legitimate otherwise. 

1.5 Redirection with "": The presence of "//" in the URL path indicates the page will be redirected to another page. If the 
position of "//" in the URL is greater than seven then it is a phishing site and legitimate otherwise. 

1.6 Adding prefix or suffix separated by "-" to the domain: Phishers tend to add a prefix or suffix to the domain with "-" to give 
the resemblence of a geniune site. Eg: www.a-paypal.com 

1.7 Sub domains and multi sub domains: If a URL has more than three dots in the domain part then it is considered as a 
phishing site and legitimate otherwise. 

B. Abnormal based features 

2.1 Request URL: A legitimate site usually has external page objects such as images, animations, files, etc. be accessed by a 
request URL which shares the same domain as the web page URL. We classify sites which fail this rule as phishing. 

2.2 URL portion of anchor tag: We check if the domain in the URL portion of all anchor tags match the main URL of the page and 
if the anchor tag has only URL fragments or JavaScript functions. 

2.3 Links in <meta>, <script> and <link> tags: We check if the domain of the links in the <meta>, <script> and <link> tags 
matches the domain in the mail URL. 

2.4 Server Form Handler (SFH): When a form is submitted, some valid action must be taken. So if the action handler of a form is 
empty or "about:blank" or if the domain of the action URL is different from the domain of the main URL, then it is taken as a 
phishing site. 

2.5 Submitting Information to Email: If the webpage con-tains a "mailto:" function then it is taken as a phishing site and 
legitimate otherwise. 



          International Research Journal of Engineering and Technology (IRJET)       e-ISSN: 2395-0056 
                Volume: 07 Issue: 02 | Feb 2020                   www.irjet.net                                                                    p-ISSN: 2395-0072 
 

© 2020, IRJET       |       Impact Factor value: 7.34       |       ISO 9001:2008 Certified Journal       |     Page 4 
 

C. HTML and Javascript based features 

3.1 Status bar customization: Phishers can modify the status bar using JavaScript to show a legitimate URL. By analyzing the 
"onMouseOver" events in the web page we can determine if such a modification has occurred. 

3.2 Disabling right click option: Phishers can disable the right click option to prevent the user from checking the source code of 
the page. This is verified by analyzing the source code. 

3.3 Using pop-up window: Legitimate sites rarely ask for user info on a pop-up window, whereas phishing sites generally use 
pop-up windows to get user info. 

3.4 Iframe redirection: Phishers also use Iframe tags with invisible borders to get user info and redirect to the original site. We 
analyze the source code to check if Iframe tags are used. 

5.  Machine Learning Implementation: 

We have trained and tested supervised machine learning algorithms on the training dataset. The following algorithms were 
chosen based on their performance on classification problems. The dataset was split into training and test set in the ratio 7:3. 
The results of our experiment are given in the results section. 

A. Random Forest: 
Random forests are the classifiers that combine many tree possibilities, where each trees are depends on the values of 
a random vector sampled independently. then, all trees in the forest will have same allotment. To construct a tree, we 
assume that n is the number of training observations and p is the number of variables (features) in a training set. To 
determine the decision node at a tree we choose k « p as the number of variables to be selected. We select a bootstrap 
sample from the n observations in the training set and use the rest of the observations to estimate the error of the tree 
in  testing phase. hence, we randomly choose ‘k’ variables as a decision at certain node in the tree and calculate the 
best split based on the k variables in the training set. Trees are always grown and never pruned compared to other 
tree algorithms. Random forests can handle large number of variables in a data set. Also, during the forest building 
process they generate an internal unbiased estimate of the generalization error. additionally, they can estimate 
missing data closely. A major disadvantage of random forests algorithm is it does not gives precise continous forecast. 
 

B.  Artificial Neural Networks: 
A neural network is structured the group of linked similar entities (neurons). The linked entities are used to send 
signals from one entity(neuron) to the other. Additionally, the linked have it’s density to enhance the delivery among 
neurons. The neurons are not powerful by themselves, however, when connected to others they can perform 
composite computations. Density on the interconnections are gets updated when the network is trained, hence 
significant interconnection play more role during the testing phase. Since interconnections do not loop backward or 
skip more neurons, the network is called feed forward. The power of neural networks comes from the non-linearity of 
the hidden neurons. In effect,  scalable Web API for the testing module’s consumption. Brython server-side 
architecture, which enables to run  python in the browser; and RapydScript client-side architecture, which supports 
compiling python to javascript; have been some of the other options considered during the implementation. However, 
due to the computation advancements offered by Python over Brython/Rapydscript, the solution has been designed 
with Python-based training module. 
 

C. Support Vector Machine(SVM): 
Support Vector Machine(SVM) is a supervised machine learning algorithm which can be used for both classification or 
regression challenges. However, it is mostly used in classification problems. In this algorithm, we plot each data item 
as a point in n-dimensional space (where n is number of features you have) with the value of each feature being the 
value of a particular coordinate. After that, we perform classification by finding the hyper-plane that differentiate the 
two classes very well. Support Vectors are simply the co-ordinates of individual observation. Support Vector Machine 
is a frontier which best segregates the two classes (hyper-plane/ line). 
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6. Technical Approach Details  

The proposed approach aims at building a browser extension powered by machine learning technique for phishing detection. 
Furthermore, given the flexibility of margin and reduced computational complexity offered by SVM, for classification problem 
statements, the implementation employs SVM trained persistent model to identify the malicious sites. The extension is 
packaged to support Chrome browser in specific, solely by the virtue of its popularity. Additionally, extensions exhibit minimal 
web-dependence, as it collates multiple files into single file for user to download, as one-time activity. 

A. Browser Extension Schematics The solution deals with training the model with available data-set, using SVM discriminative 
classifier, followed by passing the persistent model to the extension, which further predicts the authenticity of the user 
accessed websites and provides alerts to notify the legitimacy of the browsed URL on every page load. The solution integrates 
Python-based training stage implementation with JavaScript-based testing module. The training component has been designed 
using Python, so as to make optimal utilisation of the available complex numeric computation libraries. Moreover, given the fact 
that the testing stage is centric to web-content and feature extraction, and has minimal heavy computation activities associated; 
the solution does face client-end computation performance lag concerns. During the initial analysis of the project, the team 
analysed couple of approaches; and weighing the pros, cons and bandwidth of the resources, finalised the persistent model 
passing methodology as the favored methodology. One of the planned approaches aimed at developing Node.js enabled testing 
component, where the SVM model is structured as scalable Web API for the testing module’s consumption. Brython server-side 
architecture, which enables to run python in the browser; and Rapydscript client-side architecture, which supports compiling 
python to javascript; have been some of the other options considered during the implementation. However, due to the 
computation advancements offered by Python over Brython/Rapydscript, the solution has been designed with Python-based 
training module. 

 

Fig 1 : Proposed phishing detection chrome extension implementation: 
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The Chrome extension complies to the Google norms and, primarily, consists of three main files: manifest.json, content.js, 
background.js. The manifest file provides all the meta data information about the extension to Chrome browser. Addition-ally, it 
also specifies all the files and other resources associated to the extension. The content.js file loads on every page in the Chrome 
browser, post the extension deployment. However, it is an unprivileged module, which has direct access only to the DOM 
elements and needs supporting files to interact to external APIs and browser user interface manipulation. The supplementary 
file background.js aids the content script with these interactions, which is termed as message passing. 

7. Experimental Evaluation: 

This project compares the performance of all the classifiers described in section 5 on the phishing dataset. We have 
evaluated these algorithms on 3317 test samples using various performance metrics and this section contains the 
tabulated results with their graphs. 

TABLE I: Random Forest Confusion Matrix 
 

 

 Predicted Phishing Predicted Legitimate 

 URLs URLs 

   

Ground Truth Phishing 
URLs 1249 162 

Ground Truth 
Legitimate URLs 182 1680 

   

 

Table 1 shows the confusion matrix for Random forests. With 1249 true positives, 182 false positives, 162 false negatives 
and 1680 true negatives. 

TABLE II: Artificial Neural Network Confusion Matrix 
 

 

 Predicted Phishing Predicted Legitimate 

 URLs URLs 

   

Ground Truth Phishing 
URLs 1205 250 

Ground Truth 
Legitimate URLs 170 1692 
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Table 2 shows the confusion matrix for Artificial neural network. With 1205 true positives, 170 false positives, 250 false 
negatives and 1692 true negatives. 

TABLE III: SVM Confusion Matrix 

 

 

 

 

 

 

 

 

 

TABLE IV: Performance matrix of classifiers 

 

 

 Accuracy(%) Specificity(%) Sensitivity(%) 

    

Artificial Neural 
Network 87.34 91 83 

Random Forest 89.63 90 86 

SVM 89.84 93 89 

    

 

 

 

 

 

 

 

 

 

 Predicted Phishing Predicted Legitimate 

 URLs URLs 

   

Ground Truth Phishing 
URLs 1293 206 

Ground Truth 
Legitimate URLs 131 1731 

   



          International Research Journal of Engineering and Technology (IRJET)       e-ISSN: 2395-0056 
                Volume: 07 Issue: 02 | Feb 2020                   www.irjet.net                                                                    p-ISSN: 2395-0072 
 

© 2020, IRJET       |       Impact Factor value: 7.34       |       ISO 9001:2008 Certified Journal       |     Page 8 
 

 

 

 

 

 

 

 

 

Fig. 2: Accuracy of classifiers 

 

 

 

 

 

 

 

 

 

Fig. 3: Sensitivity of classifiers 

Table 3 shows the confusion matrix for Support vector machine. With 1293 true positives, 206 false positives, 131 false 
negatives and 1731 true negatives. 

 

 

 

 

 

 

 

 

          Fig. 4: False positive rate of classifiers 
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The Figure 2 shows the accuracy of each classifier evaluated on 3317 test samples. From the above figure, it can be seen that 
SVM outperforms all the other algorithms based on accuracy in detection of Phishing URL. Also, Figure 3 shows the sensitivity 
of each classifier. Here sensitivity refers to the classifier’s ability to correctly detect phishing URLs. It can be seen that SVM has 
the highest sensitivity among all the other classifiers. However, in phishing detection, false positives and false negatives are 
given more attention when studying the total performance (predictive accuracy) of a classifier. That is because false positives 
are costly than false negatives in the real world. Since we do not want to allow users to access the phishing URLs,  false 
positives are considered to be important while deciding the best classifier. The Figure 4 shows the false positive rates of all the 
classifiers. It is evident that SVM has the least False positive rate among the three. Hence, SVM works best in classifying the 
phishing URL from the legitimate URLs. 

8. Conclusion: 

Thus to summarize, we have seen how phishing is a huge threat to the security and safety of the web and how phishing 
detection is an important problem domain. We have reviewed some of the traditional approaches to phishing detection; namely 
blacklist and heuristic evaluation methods, and their drawbacks. We have tested three machine learning algorithms on the 
‘Phishing Websites Dataset’ from the UCI Machine Learning Repository and reviewed their results. We then selected the best 
algorithm based on it’s performance and built a Chrome extension for detecting phishing web pages. The extension allows easy 
deployment of our phishing detection model to end users. For future enhancements, we intend to build the phishing detection 
system as a scalable web service which will incorporate online learning so that new phishing attack patterns can easily be 
learned and improve the accuracy of our models with better feature extraction. 
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