
          International Research Journal of Engineering and Technology (IRJET)       e-ISSN: 2395-0056 

                Volume: 07 Issue: 03 | Mar 2020                  www.irjet.net                                                                     p-ISSN: 2395-0072 

 

© 2020, IRJET       |       Impact Factor value: 7.34       |       ISO 9001:2008 Certified Journal       |     Page 3764 

Real Time Object Detection Using YOLOv3 

Omkar Masurekar1, Omkar Jadhav2, Prateek Kulkarni3, Shubham Patil4 

1,2,3,4 Student, Department of Computer Engineering, TEC, University of Mumbai, Mumbai, India 
---------------------------------------------------------------------***---------------------------------------------------------------------
Abstract - Object detection using deep learning has 
achieved very good performance but there are many problems 
with images in real-world shooting such as noise, blurring or 
rotating jitter, etc. These problems have a great impact on 
object detection. The main objective is to detect objects using 
You Only Look Once (YOLO) approach. The YOLO method has 
several advantages as compared to other object detection 
algorithms. In other algorithms like Convolutional Neural 
Network (CNN), Fast-Convolutional Neural Network the 
algorithm will not look at the image completely, but in YOLO 
,the algorithm looks the image completely by predicting the 
bounding boxes using convolutional network and finds class 
probabilities for these boxes and also detects the image faster 
as compared to other algorithms. We have used this algorithm 
for detecting different types of objects and have created an 
android application which would return voice feedback to the 
user.  
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1. INTRODUCTION  
 
Object detection is one of the most important research 
directions for computer vision. object detection is a 
technique that detects the semantic objects of a particular 
class in digital images and videos. One of its real-time 
applications is self-driving cars or even an application for 
visually impaired that detects and notify the disabled person 
that some object is in front of them. Object detection 
algorithms can be divided into the traditional methods 
which used the technique of sliding window where the 
window of specific size moves through the entire image and 
the deep learning methods that includes YOLO algorithm. In 
this, our aim is to detect multiple objects from an image. The 
most common object to detect in this application are the bus, 
bottle, and mobile. For locating the objects in the image, we 
use concepts of object localization to locate more than one 
object in real-time systems. There are various techniques for 
object detection, they can be divided into two categories, 
first one is the algorithms based on Classifications. CNN and 
RNN come under this category. In this category, we have to 
select the interested regions from the image and then have 
to classify them using Convolutional Neural Network. This 
method is very slow as we have to run a prediction for every 
selected region. The second category is the algorithms based 
on Regressions. YOLO method comes under this category. In 
this, we won't have to select the interested regions from the 
image. Instead here, we predict the classes and bounding 
boxes of the whole image at a single run of the algorithm and 
then detect multiple objects using a single neural network. 

YOLO algorithm is faster as compared to other classification 
algorithms. YOLO algorithm makes localization errors but it 
predicts less false positives in the background. 
 
These algorithms are not tested with degraded images, i.e. 
they are trained with academic data sets, including 
ImageNet, COCO and VOC, etc. but they are not well tested 
with randomly captured data sets. The main issues of images 
captured in the real scene are: 
 
1) Due to the instability of the camera, the captured images 
may be blurred. 
2) The images can also not be clear enough because the 
object can be obstructed. 
3) The images may have poor quality as a result of bad 
weather, overexposure or low resolution. (see Fig. 1) 
 

 
Fig. 1- Image problems: under exposure, blur, noise 

2. LITERATURE SURVEY 
 
You Only Look Once: Unified, Real-Time object detection, 
paper written by Joseph Redmon. Their prior work is on 
detecting objects using a regression algorithm. To get higher 
accuracy and good predictions they have proposed YOLO 
algorithm in this paper [1]. Understanding of Object 
Detection Based on CNN Family and YOLO, by Juan Du. In this 
paper, they generally explained about the object detection 
families like CNN, R-CNN and compared their efficiency and 
introduced YOLO algorithm to increase the efficiency [2]. 
Learning to Localize Objects with Structured Output 
Regression, written by Matthew B. Blaschko. This paper is 
about Object Localization. In this, they had used the Bounding 
box method for localization of the objects to overcome the 
drawbacks of the sliding window method [3]. 
 

3. WORKING OF YOLO ALGORITHM 
 

YOLO ("you only look once") is one of the popular algorithm 
because it achieves high accuracy along with being able to 
run in real-time. The algorithm "only looks once" at the 
image, i.e. it requires only one forward propagation pass 
through the network so that it can make predictions. After 
non-max suppression, it gives the name of the recognized 



          International Research Journal of Engineering and Technology (IRJET)       e-ISSN: 2395-0056 

                Volume: 07 Issue: 03 | Mar 2020                  www.irjet.net                                                                     p-ISSN: 2395-0072 

 

© 2020, IRJET       |       Impact Factor value: 7.34       |       ISO 9001:2008 Certified Journal       |     Page 3765 

object along with the bounding boxes around them. The 
diagrams for explaining YOLO are from Andrew Ng’s video 
explanation of the same.[9] 

3.1 Anchor box 

By using Bounding boxes for object detection, only one object 
can be identified by a grid. So, for detecting more than one 
object we go for Anchor box. 

 

Fig. 2- Detection of object using anchor box 

Consider the above picture, in that both the human and the 
car’s midpoint come under the same grid cell. For this case, 
we use the anchor box method. The purple color grid cells 
denote the two anchor boxes for those objects. Any number 
of anchor boxes can be used for a single image to detect 
multiple objects. In our case, we have taken two anchor 
boxes. 

 

Fig. 3- Anchor boxes 

The above figure shows the anchor box of the image we 
considered. The vertical anchor box is for the human and the 
horizontal one is the anchor box of the car. 

3.2 Model Details: 

The model details are as follows: 

•The input is batch of images with shape (m, 608, 608, 3) 

•The output is a list of bounding boxes with the 
recognized classes. Each bounding box is denoted by 6 
numbers (p_c, b_x, b_y, b_h, b_w, c). If you expand c i.e. classes 
we get an 80-dimensional vector, each bounding box is then 
represented by 85 numbers. 

 

Fig. 4 -Architecture of YOLO 

So, the architecture can be summarized as: 

IMAGE (m, 608, 608, 3) -> DEEP CNN -> ENCODING (m, 19, 
19, 5, 85). 

If the center or the midpoint of an object falls into a grid cell, 
then that grid cell is responsible for detecting that object. 

Since in the model we are using 5 anchor boxes and each of 
the 19 x19 cells thus encodes information about 5 boxes. 
Anchor boxes are defined by their width and height. For 
simplicity, the image is first flattened that is the last two last 
dimensions of the shape (19, 19, 5, 85) encoding. so the 
output of the Deep CNN is in form: (19, 19, 425). Fig 3 shows 
the flattening.  

 

Fig. 5- Flatten last two dimensions 

Now for each grid that is for each box of the cell compute the 
following elementwise product as well as the probability that 
the box contains a particular class. 
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Fig. 6- Determining the probability 

After plotting only the boxes that the algorithm had given of 
higher probability, there are too many boxes and hence 
filtering these boxes is very important for accuracy. 

 

Fig. 7-Output without Filtering algorithms 

Each cell has 5 anchor boxes. So in total if we calculate, the 
model predicts: 19x19x5 = 1805 boxes. In the figure different 
colors denote different classes. So we filter the algorithm's 
output down to a less number of boxes i.e. much smaller 
number of detected objects. To do this we carry out two 
important steps: 

• Get rid of boxes with a low score that is to remove the 
box which are not very confident about detecting a class 

• Select only one box that overlaps many other boxes with 
each other and which detects the same object.  

After the filtering based on the score of the classes, the 
second filter which is applied on the left boxes is the Non 
maximum Suppression (NMS). 

 

Fig. 8 -Non Max Suppression 

It uses the concept of Intersection Over Union (IoU). IoU is 
the ratio of intersection of two boxes to the union of the 
boxes. This is shown in Fig 7. 

 

Fig. 9 -Intersection over Union 

The steps in non-maximum suppression are: 

• Out of the left boxes select the box that has a highest 
score. 

• Compute its overlap with all other boxes, and discard 
the boxes that overlap it more than IoU value. 

• Go back to the step 1 and iterate until there are no more 
boxes with a less scores than the current selected box. 

This discards all boxes and only the best box remains in the 
last. 

We have created a model that has 3 types of object that are 
1.bottle, 2.car , 3.mobile. 

 

Fig. 10- Example of 3x3 grid image 

Consider the above example, an image is taken and it is 
divided into 3x3 grid that is in the form of 3 x 3 matrixes. 
Each grid is labelled along with this each grid undergoes both 
image classification and objects localization techniques. The 
label is considered as Y. Y consists of 8 values. 

 

Fig. 11 -Elements of label Y 

Pc – Represents whether or not an object is present in the 
grid or not. If present pc=1 else 0. 

bx, by, bh, bw – are the bounding boxes of the objects (if 
present). 
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c1, c2, c3 – are the classes. If the object is a car then c1 and 
c3 will be 0 and c2 will be 1. 

In our example image, the first grid contains no proper object. 
So it is represented as, 

 

Fig. 12- Grid with no object 

In this grid, there exists no proper object so the pc value is 0. 
Consider a grid with the presence of an object. Both 5th and 
6th grid of the image contains an object. Let’ consider the 6th 
grid, it is represented as. 

 

Fig. 13- Grid with object detected 

The above image shows that, 1 represents the presence of an 
object. And bx, by, bh & bw are the bounding boxes that 
represent object in the 6th grid. And the object in that grid is 
a car so the classes are (0,1,0). The matrix that is formed in 
this is Y=3x3x8. 

If two or more grids contain the same object then the center 
point of the object is found and the grid which has that point 
is taken. For this, to get the accurate detection of the object 
we can use to methods. They are Intersection over Union and 
Non-Max Suppression. In IoU, it will takes the actual and 
predicted bounding box value.If the value of IoU is more than 
or equal to our threshold value (0.5) then it's a good 
prediction. The threshold value is just an assuming value. We 
can also take greater threshold value to increase the accuracy 
or for better prediction of the object. 

The other method is Non-max suppression, in this, the high 
probability boxes are taken and the boxes with high IoU are 
suppressed. Repeat this until a box is selected and consider 
that as the bounding box for that object. 

After getting the co-ordinates of the bounding boxes, they are 
drawn over the image and the voice feedback of the detected 
classes is provided using gTTS (Google Text-to-Speech). 
Along with that, whenever an object is detected in a frame, a 

screenshot of the view is saved in the local database. This 
feature can be useful for various security purposes.  

4. TRAINING 
 
The training was done using Google Colab so that we could 
get Tesla K80 GPU for faster and efficient training of the 
network. After preprocessing dataset i.e. creating label file 
for each image, both images and their respective label files 
are to be kept together. The yolo.cfg file was used for 
training configurations which include three yolo layers.  
 
As a traditional method, each object is to be trained for at 
least 2000 iterations. Hence, the dataset was trained for 
6000 iterations as 3(total classes) * 2000 = 6000. The values 
of batch and subdivisions were set to 64 and 8 respectively 
for optimal training speed. The width and height values were 
set at 416 each for optimum speed and better accuracy of 
detection. The number of filters used in convolution layer 
were set to 24 as the value is dependent on total number of 
classes as, filters = (classes + 5)*3. 
 
The total amount of time required to train the network with 
the above configurations was approximately 7-8 hours. The 
weights thus generated after 6000 iterations were used to 
carry out detections and analyzing the performance. 
 

5. PERFORMANCE OF ALGORITHMS 
 
The parameters used for testing the completeness of model 
are mAP, IoU and f1 score. Mean Average Precison(mAP) is 
the mean value of average precisions and Intersection Over 
Union(IoU) is the average intersect over union of objects and 
detections for a certain threshold and f1 score depends on 
the precision and recall and can be calculated based on 
confusion matrix. 
 

 
Fig. 14- Performance metrics graphical representation 

 
The following values are the performance metrics obtained 
on the training dataset: 
 

 
Fig. 15 -Performance metrics obtained 
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5.1 Confusion Matrix: 
 
 A confusion matrix is a summary that gives us the prediction 
results on a classification problem. The number of correct as 
well as number of incorrect predictions are summarized 
with counted values and broken down class by class. This is 
the key to the confusion matrix. The confusion matrix shows 
the ways in which your model is confused when it makes 
predictions. It gives us the insight not only into the errors 
being made by a classifier but also more importantly the 
types of errors that are being made. 
 
For Bus (ClassId = 0), TP = 926 and FP = 13 
For Bottle (ClassId = 1), TP = 1199 and FP = 18 
For Mobile (ClassId = 2), TP = 1305 and FP = 55 
 

5.2 IoU: 
 
For confidence threshold 0.25, the average IoU is 83.19% 
 

5.3 mAP: 
 
For IoU threshold of 0.5 i.e. 50%, the mAP is 98.14% 
 

5.4 F1-score: 
 
For confidence threshold 0.25, the f1-score is 0.94 
 
As the code does not use GPU capabilities of the system for 
image processing, the required to process the frames by CPU 
is large. The model requires about 8 seconds to process a 
frame and display the bounding box over the detected 
objects. The performance can be substantially improved by 
utilizing the GPU in the respective system 
 
As the images in the training dataset had the objects to be 
detected in focus and thus had more object body to size of 
image ratio, the detection fails for the objects kept far from 
the camera view. The model performs better in environment 
with optimum lighting conditions. 
 

6. RESULTS 
 
Following are some detections through web-cam and 
android camera in real time: 

 
Fig. 16 -Results obtained the camera view. 

 
7. CONCLUSION 
 
In this paper, we have applied and proposed to use YOLO 
algorithm for object detection because of its advantages. This 
algorithm can be implemented in various fields to solve 
some real-life problems like security, monitoring traffic lanes 
or even assisting visually impaired people with help of audio 
feedback. In this, we have created a model to detect only 
three objects which can be scaled further to detect multiple 
number of objects.  
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