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Abstract - Stock market or Share market is one of the most complicated and sophisticated way to do business. Small 
ownerships, brokerage corporations, banking sector, all depend on this very body to make revenue and divide risks, a very 
complicated model. This is project is about predicting stock movement based on the daily trends published on a particular day. 
We shall see how this simple implementation will bring acceptable results. The DJIA stock dataset is collected from a Kaggle 
which are voted by reddit users and top 25 trends are taken based on the votes casted by the users. Sentiment Analysis is used 
to analyze the polarity of the sentence and Various techniques of Natural language processing and machine learning are used 
to predict the model. Scikit learn library is used for feature extraction and it also provides supervised learning algorithms to 
match output. 
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   1.INTRODUCTION 

 Stock market is one of the oldest methods where an ordinary person can trade stocks, make deposits, and gain some 
money on this platform from businesses that sell a portion of themselves. But the prices and profitability of this network 
are unpredictable and that's where we need technologies to help us out. Machine learning is one of those resources that 
help us to accomplish what we want. Machine learning is one of those resources that help us to accomplish what we want. 
Machine learning is one of the hottest study subjects in computation and engineering that is relevant in several disciplines. 
It offers a range of algorithms, methods and techniques that can integrate any type of intelligence into machines. The 
strength of ML is the cognitive tools accessible that can be utilized, and can be learned in a learning process, through data 
collection representing a particular question and reacting to related unknown data in a different way. Machine learning 
has played a significant role in the identification of photos, reorganization, natural order of expression, drug suggestion 
and medical diagnosis over the past years. The new framework for machine learning allows us to enhance disaster alerts, 
public safety and make medical advances. The machine learning platform also promises better customer support and more 
stable networks for vehicles. 
 
1.1 Logistic regression 
This is a supervised method for learning classification which is used to estimate the probability of a goal variable. The 
essence of the explanatory or dependent variable is dichotomous, meaning there can be just two types. The dependent 
variable is simply binary in nature, with either 1 (stand for success / yes) or 0 (stand for failure / no) coding of results. 
 

1.2 SGD 
Suppose you have a massive data set containing millions of samples, and if you're using a regular Gradient Descent 
optimization process, you'll have to use all one million samples to complete one iteration with each iteration until the 
minimum is reached. Hence, the numerical efficiency is rather difficult. The problem is solved by Stochastic Gradient 
Descent. In SGD, performing each iteration needs only one sample, that is, a batch size of one. The sample is randomly 
shuffled and picked for the outcome of its iteration. 

1.3 Random Forest 

This algorithm is a collection of a number of individual decision trees as one. Classes are predicted by each random tree and   
class with high votes is our model of prediction. So random forest works on the principle which is called wisdom of crowds. 
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   1.3 Decision Tree 

This algorithm is a simple data structure designed to model decision rules on a particular problem. One function is 
selected at each node to differentiate the decisions. If the leaf node has fewer data points optimally we can avoid splitting. All 
such nodes on the leaf then give us insight into the final result. 

1.4 AdaBoost 
It is better used to increase the usefulness of decision trees on binary classification issues. It can be called as discrete 
AdaBoost, as it is used for classification rather than regression. AdaBoost can be used to improve performance and is 
better spent on poor learners. Adaboost is the most feasible and comfortable to use compared to decision tree. 

1.5 KNN 

A supervised classification algorithm is the algorithm k-nearest to neighbors. It searches the points which are closest 
neighbors and access them to vote. The name for the new point is what most neighbors have with every mark. Here "k" is 
the number of neighbors in K-Nearest Neighbors that it looks for. It is overseen because you are attempting to classify a point 
based on the other points that are classified as known. 

 

2. EXPERIMENT ANALYSIS 
 

Fig 2.1: Dataset 
 

This is the dataset that we will use to forecast the movement of stocks. It includes eight years of regular trends, as 
well as dates and top 25 trends. Mark is an attribute with a value of either 1 or 0. 1 Suggests a rise in the stock price or 
stayed the same. 0 Suggests a fall in stock price. 
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Fig 2.2: Displaying the data frame values  

 
We will be reading the Excel sheets by using the pandas and we will convert the Excel sheets into data frames 
and display the data frames. 
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Fig 2.3: Logistic Regression Result 
 

The accuracy of the model is determined after constructing the logistic regression model. Logistic regression model 
output is assessed 

 
 

Fig 2.4: SGD classifier Result 

The model accuracy is calculated after the build of the SGD classifier. Using the confusion matrix the efficiency of 
the SGD classifier model is assessed. 

 

 

Fig 2.5: Random Forest Model Result 

The model's accuracy is calculated after the build of the Random Forest classifier model. The performance of the model 
Random Forest classifier is assessed using the confusion matrix. 
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Fig 2.6: KNN Classifier Result 

The model's accuracy is calculated after the build of the KNN classifier model. The performance of the KNN 
model classifier is assessed using the confusion matrix. 

 

 
 

Fig2.7: Decision Tree Classifier Result 

The model's accuracy is after the creation of the Decision Tree classifier algorithm. The output of the classifier 
model for Decision Tree is evaluated using the confusion matrix. 

 

 

Fig 2.8: Random Forest Model Result 
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The model's accuracy is calculated after the build of the Random Forest classifier model. The performance of the model 
Random Forest classifier is assessed using the confusion matrix. 
 

 

Fig 2.9 KNN Classifier Result 

The model's accuracy is calculated after the build of the KNN classifier model. The performance of the KNN model classifier is 
assessed using the confusion matrix. 

 

 
 

Fig 3.1 AdaBoost Classifier Result 

After building the AdaBoost classifier model, the accuracy of the model is calculated. The performance of the 
AdaBoost classifier model is evaluated using the confusion matrix. 
 

Table -1: Results 
S.N
o. 

ML MODEL ACCURACY 

1 Decision Tree Algorithm 51.1% 

2 SGD Algorithm 53.11% 

3 Logistic Regression 53% 

4 Random Forest Classifier 54.2% 

5 KNN Classifier 55.2% 

6 AdaBoost Classifier 56.3% 
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3. CONCLUSION 

Using only textual datasets, the proposed system with various algorithms to predict stocks while comparing them with 
each other. Classification with the numerical data has been done using linear regression. In our project, Adaboost classifier 
gives higher accuracy of 56.3% compared to other algorithms 
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